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## Chapter 1

## Introduction and outline

Because matrix multiplication is such a central operation in many numerical computations, it is worth investing work in making matrix multiplication algorithms efficient. The "straightforward" way to multiply two ( $n, n$ ) matrices costs $\mathcal{O}\left(n^{3}\right)$ arithmetic operations $\{+,-, \times, \div\}$. In particular, multiplying two $(2,2)$ matrices with the "straightforward" method requires 8 scalar multiplications. However, the arithmetic operations can be grouped cleverly to reduce the work to 7 multiplications only (the number of required multiplications decreases but we need more additions; nevertheless, as we will see later, we do not have to worry about additions when we address the problem of asymptotic complexity of matrix multiplication). Doing this recursively, we can reduce the cost for the multiplication of two $(n, n)$ matrices to $\mathcal{O}\left(n^{2.81}\right)$ operations (in fact, the recursion is precisely the reason why we want to reduce the number of multiplications and do not worry about the number of additions). More substantial computational savings may be obtained by starting from the reduction that can be achieved for the multiplication of $(3,3)$ or $(4,4)$ matrices for instance. The reduction of the complexity may actually become so significant that a new architecture for large matrix multiplication emerges. Essential is first that we find inexpensive schemes for the multiplication of relatively small matrices.

The multiplication of $(m, p)$ matrices by $(p, n)$ matrices can be represented by a thirdorder tensor. Finding inexpensive schemes for the multiplication of such matrices amounts to finding decompositions of the associated tensor. The decomposition consists of a sum of simpler tensors called "rank- 1 tensors". The minimal number of rank- 1 terms necessary to decompose a tensor is its rank. In the case of matrix multiplication, the rank of the associated tensor is equal to the smallest number of active multiplications needed to compute the matrix product (by "active multiplication", we mean multiplication between factors that "both depend on the entries of the matrices"; multiplications of those entries with scalar coefficients are not considered as active multiplications). We will see that the number of active multiplications will give us directly an upper bound for the asymptotic complexity of matrix multiplication. In other words, determining the rank of the associated tensor allows us to find an exponent $\omega$ such that the asymptotic complexity for the multiplication of $(n, n)$ matrices is at most in $\mathcal{O}\left(n^{\omega}\right)$ arithmetic operations.

Moreover, two decompositions of a given tensor might not have the same usefulness
even if they consist of the same number of rank-1 terms. For the problem of matrix multiplication, decompositions with a lot of zero values and a small number of different values in the rank-1 terms are more conclusive and practically useful. Such decompositions are called "sparse" and "discrete" solutions. For instance, we may want that all the rank-1 term entries belong to $\{-1,0,+1\}$ with the " 0 " most represented. However, the classical iterative processes for computing tensor decompositions do not lead in general to solutions of this kind.

In this thesis, we present a new algorithm/procedure to compute sparse discrete decompositions. This involves successive "solve's" of a non-smooth constrained optimization problem. The idea is to induce the solution to be sparse using a regularization term involving the $\mathrm{L}^{1}$-norm of the rank- 1 terms and then recursively fix the most extremal values in the rank-1 terms to integer values. With this algorithm, we easily computed sparse decompositions with rank- 1 terms having their entries in $\{-1,0,+1\}$ for the multiplication of matrices with sizes up to $(3,3)$.

We are also interested in the relations that exist between the different decompositions of a given tensor. Let us start with a small example. Suppose we have decomposed a tensor into the sum of rank- 1 tensors. Then summing the rank- 1 terms in a different order leaves the result unchanged. Therefore, permutation of the terms is called an "invariant transformation" of the decomposition and we say that the two decompositions are "equivalent up to permutation of the terms". For matrix multiplication tensors, more subtle invariant transformations are possible. This raises questions like "is there a unique algorithm for computing the product of $(m, p)$ matrices by $(p, n)$ matrices with $F$ active multiplications only?" and, otherwise, "given a matrix multiplication tensor, how many different decompositions with $F$ terms exist such that two decompositions are not equivalent by invariant transformations?".

We present an algorithm to decide whether two decompositions are equivalent by invariant transformations and, if they are equivalent, compute the invariant transformations that link them. The algorithm involves linear algebra and a novel strategy to get rid of the permutation equivalence without trying every possible permutation of the rank- 1 terms, which would be prohibitive (for example, the decompositions we considered in this report for the multiplication of $(3,3)$ matrices involve 23 rank- 1 terms).

We are also interested in the "characteristic polynomials of the decompositions" (to be defined later) of matrix multiplication tensors. The genesis of this work was to answer the question "for a given matrix multiplication tensor, can we join any decomposition to a discrete decomposition with invariant transformations?". Indeed, such decompositions (joinable to a discrete decomposition), which will be denoted as "discretizable" decompositions, would be interesting in what we call the "two-steps approach", i.e. first compute a decomposition of the matrix multiplication tensor and then transform it into a sparse discrete decomposition with invariant transformations. In this thesis, we give a necessary condition for a decomposition to be discretizable. This condition involves the "characteris-


Figure 1.1 - Dependencies between sections.
tic polynomials of the decomposition". We will also see that, in practice, the "characteristic polynomials of the decompositions" of matrix multiplication tensors are not so spread as we might have expected.

The report is divided into seven chapters including this introduction and the final conclusions. We start with Chapter 2 giving a small history of the work that has been done in the field of matrix multiplication complexity and also present the main results obtained in recent years. Chapter 3 introduces the problem of "fast matrix multiplication" and matrix multiplication complexity. More precisely, in Sec. 3.1, we present the basic concepts and notations that will be necessary to understand the report. In Sec. 3.2, we provide a rigorous definition for the asymptotic complexity of matrix multiplication. We also show precisely how the problem is related to the problem of determining the rank of the associated tensor. In Sec. 3.3, we introduce the notion of sparse discrete solutions and explain briefly why they are more useful in practice. Invariant transformations are discussed in Sec. 3.4.

Chapter 4 deals with the computation of sparse discrete decompositions. In Sec. 4.1, we present the algorithm we have implemented to compute them. Decompositions obtained with the algorithm are presented in Sec. 4.2. Rather than simply presenting the results, we explain in detail how the algorithm can be used to compute sparse discrete solutions of matrix multiplication tensors up to the $(3,3)$ case.

The purpose of Chapter 5 is to give keys for answering the question "for a given
matrix multiplication tensor, can we join any decomposition to a discrete decomposition with invariant transformations?". Let us recall that a decomposition joinable to a discrete decomposition is called "discretizable". We explain, in Sec. 5.1, how we can characterize discretizable decompositions. In Sec. 5.2, we analyze the distribution of discretizable decompositions for tensors up to the $(3,3)$ case: is every decomposition discretizable? If a decomposition is "chosen randomly" (in a sense to be defined later), is there any chance for it to be discretizable?

Finally, in Chapter 6, we are interested in the equivalence classes of decompositions through invariant transformations. We present, in Sec. 6.1, an algorithm for deciding whether two decompositions of a given matrix multiplication tensor are equivalent through invariant transformations. We will use this algorithm in Sec 6.2 to analyze the distribution of the equivalence classes among the different decompositions of a given matrix multiplication tensor.

The different sections appearing in Chapter 3 to Chapter 6 are linked together in multiple ways. To understand some section, it is sometimes necessary to have read before the sections on which this section depends. Hence, to help the reader, we have represented a schematic of the dependencies between those sections in Fig. 1.1.

We have implemented the algorithms presented in this report in Matlab. A zip file containing the codes can be downloaded from https://drive.google.com/file/d/OB_BURx d4zWUIZjN4U2ZmTVQ1TjQ/view?usp=sharing. In Appendix E, we also give an overview of the different functions and scripts we have written.

## Chapter 2

## State of the art

Although the problem of matrix multiplication complexity is quite old, only partial results are known so far. The work was initiated in 1969 when Strassen proposed [1] an algorithm to compute the product of $(2,2)$ matrices with 7 active multiplications only. Since then, the multiplication of $(2,2)$ matrices has been completely understood. The rank of the associated tensor is 7 so that Strassen's algorithm is optimal. It was proved by de Groote [2] that Strassen's algorithm is unique in the sense that every other algorithm for the multiplication of $(2,2)$ matrices involving 7 active multiplications can be shown to be equivalent to it through invariant transformations (c.f. Sec. 3.4).

For the $(3,3)$ case, an algorithm computing the product with 23 active multiplications was proposed in 1976 by Laderman [3]. This means that the rank of the associated tensor is at most 23. On the other hand, Bläser proved [4] in 2003 that the rank for the multiplication of $(3,3)$ matrices should be at least 19 . The gap 19-23 has not been reduced since then. For multiplying two $(4,4)$ matrices, one can use Strassen's algorithm twice, and therefore the rank is at most 49. An algorithm involving 100 active multiplications was proposed in 1987 by Makarov [5] for the product of $(5,5)$ matrices. As far as we know, there is still no proof whether those algorithms are optimal or not.

Recent developments in numerical multi-linear algebra open the door for further improvements. The emergence of numerical algorithms for the decomposition of tensors induced a paradigm shift in the estimation of matrix multiplication complexity. Authors like Smirnov [6] and Tichavský et al. [7] proposed innovative approaches to the numerical computation of decompositions for matrix multiplication tensors. Nevertheless, the problem of decomposing a given tensor in rank-1 terms remains difficult. In particular, the numerous invariant transformations that can be applied on the rank-1 terms without changing the result are responsible for the existence of a multitude of "flat regions" (when we address the problem of rank determination as an optimization problem). Those will have a negative impact on the global and local convergence of the iterative processes that can be used for solving the problem.

The paper [8, p. 1388] of Ballard et al. gives a good overview of the practical algorithms that are available in 2016 for the multiplication of matrices with sizes going from $(2,2)$ by $(2,2)$ to sizes like $(3,6)$ by $(6,3)$. We give, in Table 2.1, the number of rank- 1 terms

| Multiplication | Number of multi- <br> plications with <br> "straightforward"" <br> method | Number of <br> rank-1 terms |
| :---: | :---: | :---: |
| $(1,2)$ by $(2,1)$ | 2 | $F=2$ |
| $(2,1)$ by $(1,2)$ | 4 | $F=4$ |
| $(2,2)$ by $(2,2)$ | 8 | $F=7$ |
| $(2,3)$ by $(3,2)$ | 12 | $F=11$ |
| $(3,2)$ by $(2,3)$ | 18 | $F=23$ |
| $(3,3)$ by $(3,3)$ | 27 | $F$ |

Table 2.1 - Main cases treated in this report.
involved in such algorithms for the different cases we will treat in this report (for example, when we will want to apply our results and algorithms on practical cases). Note that the two first cases are not coming from [8] but are straightforward since it amounts to the multiplication of 2 -elements column-vectors $\mathbf{x}$ and $\mathbf{y}$, namely $\mathbf{x}^{\top} \mathbf{y}$ (requires 2 active multiplications) and $\mathbf{x} \mathbf{y}^{\top}$ (requires 4 active multiplications). A proof that these two cases cannot be computed with less active multiplications can be found in [9, p. 216].

## Chapter 3

## The problem of fast matrix multiplication

### 3.1 Basic definitions and notations

There are, in the literature, numerous equivalent definitions of tensors. We limit ourselves to describe tensors as multi-way arrays. More formally, a tensor is an array with indices $\left(i_{1}, \ldots, i_{N}\right)$. In particular, vectors are tensors with one index and matrices have two indices. Tensors with three or more indices are called "higher-order" tensors. For the purpose of this work, we restrict ourselves to real-valued tensors up to third order. In the following, we refer to third-order tensors simply by calling them "tensors" contrasting with "vectors" and "matrices".

All along this report, we will use Matlab notation for the indexing of vectors, matrices and tensors. For instance, if $\mathbf{x}$ is a vector, then $\mathbf{x}(i)$ denotes its $i$-th element. In the same way, $\mathbf{A}(a: b,:)$ denotes the rows $a$ to $b$ of the matrix $\mathbf{A}$ while $\mathbf{T}(:, j,:)$ is the $j$-th "slice" along the second mode of the tensor $\mathbf{T}$. More precisely, $\mathbf{T}(:, j,:)$ is the matrix with row index $i$ and column index $k$ and such that $\mathbf{T}(:, j,:)(i, k):=\mathbf{T}(i, j, k)$. Further examples of tensors and indexing and their graphical equivalent are represented below:

| Vector | Matrix | Tensor |
| :---: | :---: | :---: |
| $\underbrace{}_{\mathbf{x}(i)}$ | $\mathbf{A}(:, j)$ |  |

The concept of rank of a tensor will be central in the analysis of the asymptotic complexity of matrix multiplication. We define a rank-at-most-1 tensor to be a tensor that can be expressed as $\mathbf{T}(i, j, k)=\mathbf{a}(i) \cdot \mathbf{b}(j) \cdot \mathbf{c}(k)$ for some vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$. Now let $\mathbf{T}$ be any tensor, a $F$-terms polyadic decomposition of $\mathbf{T}$ is a decomposition of $\mathbf{T}$ as the sum of $F$ rank-at-most-1 tensors:

$$
\mathbf{T}(i, j, k)=\sum_{r=1}^{F} \mathbf{a}_{r}(i) \cdot \mathbf{b}_{r}(j) \cdot \mathbf{c}_{r}(k) .
$$

Graphically, this is often represented as follows:


The rank of a non-zero tensor $\mathbf{T}$ is defined as the smallest $F$ such that $\mathbf{T}$ admits a $F$ terms polyadic decomposition. By convention, the rank of a zero tensor is zero. The rank of a tensor is thus a generalization of the concept of rank for matrices. Let $\mathbf{a}_{r}, \mathbf{b}_{r}, \mathbf{c}_{r}$ be the vectors involved in a $F$-terms polyadic decomposition of some tensor T. Define the matrices $\mathbf{A}:=\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{F}\right], \mathbf{B}:=\left[\mathbf{b}_{1}, \ldots, \mathbf{b}_{F}\right]$ and $\mathbf{C}:=\left[\mathbf{c}_{1}, \ldots, \mathbf{c}_{F}\right]$ and define the "polyadic decomposition operator" $\llbracket \cdot, \cdot, \cdot \rrbracket$ as follows:

$$
\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket(i, j, k):=\sum_{r=1}^{F} \mathbf{A}(i, r) \mathbf{B}(j, r) \mathbf{C}(k, r) .
$$

From the definition of $\mathbf{A}, \mathbf{B}, \mathbf{C}$, it is clear that $\mathbf{T}=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$. Reversely, if some matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ have $F$ columns each and satisfy $\mathbf{T}=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$, then we say that we have a $F$ terms polyadic decomposition of $\mathbf{T}$ with factor matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$. With abuse of notation, we will often say more simply that " $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is a $F$-PD of $\mathbf{T}$ ".

Let us remind the definition of two particular matrix products that will be useful in the following. First the Kronecker product of two matrices $\mathbf{A}$ and $\mathbf{B}$ with sizes $\left(I_{1}, J_{1}\right)$ and $\left(I_{2}, J_{2}\right)$ respectively is the ( $I_{1} I_{2}, J_{1} J_{2}$ ) matrix defined by

$$
\mathbf{A} \otimes \mathbf{B}:=\left[\begin{array}{cccc}
\mathbf{A}(1,1) \cdot \mathbf{B} & \mathbf{A}(1,2) \cdot \mathbf{B} & \cdots & \mathbf{A}\left(1, J_{1}\right) \cdot \mathbf{B} \\
\mathbf{A}(2,1) \cdot \mathbf{B} & \mathbf{A}(2,2) \cdot \mathbf{B} & \cdots & \mathbf{A}\left(2, J_{1}\right) \cdot \mathbf{B} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{A}\left(I_{1}, 1\right) \cdot \mathbf{B} & \mathbf{A}\left(I_{1}, 2\right) \cdot \mathbf{B} & \cdots & \mathbf{A}\left(I_{1}, J_{1}\right) \cdot \mathbf{B}
\end{array}\right]
$$

or equivalently

$$
(\mathbf{A} \otimes \mathbf{B})\left(\left[i_{1}-1\right] I_{2}+i_{2},\left[j_{1}-1\right] J_{2}+j_{2}\right):=\mathbf{A}\left(i_{1}, j_{1}\right) \cdot \mathbf{B}\left(i_{2}, j_{2}\right) .
$$

Now suppose that $\mathbf{A}$ and $\mathbf{B}$ have $F$ columns each. Let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{F}\right\}$ and $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{F}\right\}$ be the columns of A and $\mathbf{B}$ respectively. Then we define the Khatri-Rao product or column-wise Kronecker product of $\mathbf{A}$ and $\mathbf{B}$ as follows:

$$
\mathbf{A} \odot \mathbf{B}:=\left[\mathbf{a}_{1} \otimes \mathbf{b}_{1}, \ldots, \mathbf{a}_{F} \otimes \mathbf{b}_{F}\right]
$$

An equivalent definition of the Khatri-Rao product is

$$
(\mathbf{A} \odot \mathbf{B})\left(\left[i_{1}-1\right] I_{2}+i_{2}, r\right):=\mathbf{A}\left(i_{1}, r\right) \cdot \mathbf{B}\left(i_{2}, r\right) .
$$

It is sometimes useful to "unfold" a tensor into a matrix. Let $\mathbf{T}$ be a tensor with size $(I, J, K)$. We explain how to build $\operatorname{unfold}_{[n]}(\mathbf{T})$, the "unfolding of $\mathbf{T}$ along the $n$-th
mode": first cycle-shift the modes of $\mathbf{T}$ so that $n$ is the new first mode of $\mathbf{T}^{\prime}$. Then stack the "slices" $\mathbf{T}^{\prime}\left(:,:, k^{\prime}\right)$ side-by-side to build $\operatorname{unfold}_{[n]}(\mathbf{T})$. Equivalently, we could have given a definition based on the indices. For instance, for $n=2$, we have

$$
\operatorname{unfold}_{[2]}(\mathbf{T})(j,[i-1] K+k):=\mathbf{T}(i, j, k) .
$$

Finally, when doing numerical computations, we will have to measure the accuracy of some approximations. Sometimes, we also want to prevent some variables to grow too fast or excessively. This leads us to define norms on vectors, matrices and tensors. Let $\mathbf{T}$ be any array with indices $\left(i_{1}, \ldots, i_{N}\right)$ and let $0<p<\infty$. We define the $\mathrm{L}^{p}$-norm of $\mathbf{T}$ as

$$
\|\mathbf{T}\|_{L^{p}}:=\left[\sum_{i_{1}, \ldots, i_{N}}\left|\mathbf{T}\left(i_{1}, \ldots, i_{N}\right)\right|^{p}\right]^{1 / p}
$$

We also define the $L^{\infty}$-norm of $\mathbf{T}$ to be

$$
\|\mathbf{T}\|_{L^{\infty}}:=\max _{i_{1}, \ldots, i_{N}}\left|\mathbf{T}\left(i_{1}, \ldots, i_{N}\right)\right| .
$$

### 3.2 Presentation of the problem

The section is divided into three subsections. First we give a formal definition for the asymptotic complexity of matrix multiplication. Then we show how matrix multiplication can be represented with a third-order tensor. Finally, we explain how the problem of matrix multiplication asymptotic complexity is linked to the problem of determining the rank of the associated tensor.

### 3.2.1 Complexity of matrix multiplication

In the following, we will use the symbol $\langle m, p, n\rangle$ for referring to the "multiplication of a ( $m, p$ ) matrix with a $(p, n)$ matrix". Let $M(h)$ be the minimal number of scalar additions and multiplications necessary to compute $\langle h, h, h\rangle$. An exact determination of $M(h)$ seems to be outside the range of methods available at the present time (c.f. the first and second paragraphs of Chapter 2). We limit ourselves to analyze the asymptotic growth of $M(h)$ as $h$ tends to infinity. Therefore, we define the exponent of matrix multiplication as

$$
\omega:=\inf \left\{\tau \in \mathbb{R} \mid \text { there exists a } C \in \mathbb{R} \text { such that } M(h) \leq C h^{\tau} \text { for all } h \geq 0\right\} .
$$

If we can determine the value of $\omega$, then we would be able to say that "the complexity of $\langle h, h, h\rangle$ is in $\mathcal{O}\left(h^{\omega}\right)$ ". From the "straightforward" or "naive" computation of $\langle h, h, h\rangle$, we already know that $M(h) \leq h^{2}(2 h-1)$. On the other hand, the product

$$
\left[\begin{array}{cccc}
x_{1} & 0 & \cdots & 0 \\
x_{2} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
x_{h} & 0 & \cdots & 0
\end{array}\right]\left[\begin{array}{cccc}
y_{1} & y_{2} & \cdots & y_{h} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{array}\right]
$$

requires $h^{2}$ independent multiplications. Hence, we have a first estimate $\omega \in[2,3]$.

### 3.2.2 The matrix multiplication tensor

Let $\mathbf{W}$ be some $(m, n)$ matrix and observe that $\mathbf{W}$ is completely determined if we know the value of trace ( $\mathbf{W Z )}$ for every $(n, m)$ matrix $\mathbf{Z}$. Indeed the value of $\mathbf{W}(i, j)$ is directly given by trace $\left(\mathbf{W} \mathbf{Z}_{i j}\right)$ where $\mathbf{Z}_{i j}$ is the matrix defined by $\mathbf{Z}_{i j}(k, \ell)=1$ if $(k, \ell)=(j, i)$ and $\mathbf{Z}_{i j}(k, \ell)=0$ otherwise. Now consider the bilinear map

$$
\mathbb{R}^{m \times p} \times \mathbb{R}^{p \times n} \rightarrow \mathbb{R}^{m \times n}:(\mathbf{X}, \mathbf{Y}) \mapsto \mathbf{X Y}
$$

From the observations above, this map is completely determined by the map

$$
\mathbb{R}^{m \times p} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{n \times m}:(\mathbf{X}, \mathbf{Y}, \mathbf{Z}) \mapsto \operatorname{trace}(\mathbf{X Y Z})
$$

This map is a trilinear map in the variables $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$ and, from it, we will be able to define the "structural tensor for $\langle m, p, n\rangle$ ". This tensor is denoted $\mathbf{T}_{m p n}$ and is defined by

$$
\operatorname{trace}(\mathbf{X Y Z})=\sum_{i=1}^{m p} \sum_{j=1}^{p n} \sum_{k=1}^{n m} \mathbf{T}_{m p n}(i, j, k) \cdot \operatorname{vec}(\mathbf{X})(i) \cdot \operatorname{vec}(\mathbf{Y})(j) \cdot \operatorname{vec}(\mathbf{Z})(k) .
$$

For example, the "structural tensor for $\langle 2,2,2\rangle$ " is given by
$[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}|\underbrace{\begin{array}{llll}0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}}_{\mathbf{T}_{222}(:,:, 1)}| \underbrace{\left.\begin{array}{cccc}0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array} \right\rvert\,}_{\mathbf{T}_{222}(:,:, 2)} \underbrace{\left.\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]}_{\mathbf{T}_{222}(:,:, 3)}]$.

### 3.2.3 Relation between rank and complexity

We already mentioned that determining the rank of the associated "structural tensor" can give us upper bounds for the asymptotic complexity of matrix multiplication. Let's see how the two concepts are related to each other. Let $m, p, n$ be fixed positive integers and suppose we have a $F$-PD of $\mathbf{T}_{m p n}$. From this $F$-PD, we can build an algorithm for computing $\langle m, p, n\rangle$ with $F$ active multiplications only. By "active multiplications", we mean multiplications between factors that "both depend on the entries of the matrices"; multiplications of those entries with scalar coefficients are not considered as active multiplications. For example, if $\mathbf{X}$ and $\mathbf{Y}$ are matrices, then an expression like

$$
\left[\alpha_{1} \mathbf{X}(1,2)+\alpha_{2} \mathbf{X}(2,4)\right] \cdot\left[\beta_{1} \mathbf{Y}(2,1)+\beta_{2} \mathbf{Y}(3,2)\right]
$$

involves four multiplications of the entries of the matrices with scalar coefficients and, since both expressions $\left[\alpha_{1} \mathbf{X}(1,2)+\alpha_{2} \mathbf{X}(2,4)\right]$ and $\left[\beta_{1} \mathbf{Y}(2,1)+\beta_{2} \mathbf{Y}(3,2)\right]$ "depend on the entries of the matrices", there is also one active multiplication. The reasons for this distinction is that we will apply this algorithm recursively on matrices with size ( $m^{\alpha}, p^{\alpha}$ )
and $\left(p^{\alpha}, n^{\alpha}\right)$. Doing this, we obtain an algorithm to compute $\left\langle m^{\alpha}, p^{\alpha}, n^{\alpha}\right\rangle$ and we can show that this algorithm has a complexity in $\mathcal{O}\left(F^{\alpha}\right)$. This leads us to the following theorem:

Theorem 3.1. Let $m, p, n$ be positive integers and suppose we have a F-PD of $\mathbf{T}_{m p n}$, then we have an upper bound on the exponent $\omega$ of matrix multiplication given by the inequality $(m p n)^{\omega / 3} \leq F$.

For the interested reader, a proof of this theorem can be found in [10, p. 378]. Instead of giving the complete proof, we prefer to give an example that will exhibit how to build an algorithm for $\langle m, p, n\rangle$ starting from a $F-\mathrm{PD}$ of $\mathbf{T}_{m p n}$ and also how this algorithm can be used to find the inequality $(m p n)^{\omega / 3} \leq F$ appearing in the theorem. Consider the $\langle 2,2,2\rangle$ case and observe that the following matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ provide a $7-\mathrm{PD}$ of $\mathbf{T}_{222}$ :

| $\mathbf{A}^{\top}$ | $\mathbf{B}^{\top}$ |
| :---: | :---: | :---: |
| $\left[\begin{array}{rrrr}+1 & 0 & 0 & +1 \\ +1 & 0 & 0 & 0 \\ 0 & +1 & 0 & -1 \\ -1 & 0 & +1 & 0 \\ 0 & 0 & 0 & +1 \\ +1 & +1 & 0 & 0 \\ 0 & 0 & +1 & +1\end{array}\right]\left[\begin{array}{rrrr}+1 & 0 & 0 & +1 \\ 0 & 0 & +1 & +1 \\ +1 & 0 & 0 & 0 \\ 0 & 0 & 0 & +1 \\ +1 & +1 & 0 & 0 \\ -1 & 0 & +1 & 0 \\ 0 & +1 & 0 & -1\end{array}\right]\left[\begin{array}{rrrr}+1 & 0 & 0 & +1 \\ 0 & +1 & 0 & -1 \\ 0 & 0 & +1 & +1 \\ +1 & +1 & 0 & 0 \\ -1 & 0 & +1 & 0 \\ 0 & 0 & 0 & +1 \\ +1 & 0 & 0 & 0\end{array}\right]$ |  |.

In general, if $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is a $F-\mathrm{PD}$ of $\mathbf{T}_{m p n}$, then, from the definition of the matrix multiplication tensor $\mathbf{T}_{m p n}$ and the definition of a $F-\mathrm{PD}$, we have that

$$
\begin{equation*}
\operatorname{trace}(\mathbf{X Y Z})=\sum_{r=1}^{F}\left[\operatorname{vec}(\mathbf{X})^{\top} \mathbf{A}(:, r)\right] \cdot\left[\operatorname{vec}(\mathbf{Y})^{\top} \mathbf{B}(:, r)\right] \cdot\left[\operatorname{vec}(\mathbf{Z})^{\top} \mathbf{C}(:, r)\right] \tag{3.2}
\end{equation*}
$$

From the decomposition (3.1) and using the identity (3.2), we are able to build an algorithm for the computation of $\langle 2,2,2\rangle$ with 7 active multiplications. Let $\mathbf{X}$ and $\mathbf{Y}$ be two $(2,2)$ matrices. The algorithm to compute their product $\mathbf{Z}:=\mathbf{X Y}$ consists of first computing
the 7 following active products:

| Product | $\left[\operatorname{vec}(\mathbf{X})^{\top} \mathbf{A}(:, r)\right] \cdot\left[\operatorname{vec}(\mathbf{Y})^{\top} \mathbf{B}(:, r)\right]$ |
| :---: | :---: |
| $m_{1}$ | $[\mathbf{X}(1,1)+\mathbf{X}(2,2)] \cdot[\mathbf{Y}(1,1)+\mathbf{Y}(2,2)]$ |
| $m_{2}$ | $\mathbf{X}(1,1) \cdot[\mathbf{Y}(1,2)+\mathbf{Y}(2,2)]$ |
| $m_{3}$ | $[\mathbf{X}(2,1)-\mathbf{X}(2,2)] \cdot \mathbf{Y}(1,1)$ |
| $m_{4}$ | $[\mathbf{X}(1,2)-\mathbf{X}(1,1)] \cdot \mathbf{Y}(2,2)$ |
| $m_{5}$ | $\mathbf{X}(2,2) \cdot[\mathbf{Y}(1,1)+\mathbf{Y}(2,1)]$ |
| $m_{6}$ | $[\mathbf{X}(1,1)+\mathbf{X}(2,1)] \cdot[\mathbf{Y}(1,2)-\mathbf{Y}(1,1)]$ |
| $m_{7}$ | $[\mathbf{X}(1,2)+\mathbf{X}(2,2)] \cdot[\mathbf{Y}(2,1)-\mathbf{Y}(2,2)]$ |

and then assemble them as follows to obtain the elements of $\mathbf{Z}$ :

| Entry | Definition | Value |
| :---: | :---: | :---: |
| $\mathbf{Z}(1,1)$ | $\sum_{r} m_{r} \cdot \mathbf{C}(1, r)$ | $m_{1}+m_{4}-m_{5}+m_{7}$ |
| $\mathbf{Z}(1,2)$ | $\sum_{r} m_{r} \cdot \mathbf{C}(2, r)$ | $m_{2}+m_{4}$ |
| $\mathbf{Z}(2,1)$ | $\sum_{r} m_{r} \cdot \mathbf{C}(3, r)$ | $m_{3}+m_{5}$ |
| $\mathbf{Z}(2,2)$ | $\sum_{r} m_{r} \cdot \mathbf{C}(4, r)$ | $m_{1}-m_{2}+m_{3}+m_{5}$ |

We now show how the algorithm can be used to get a better bound on the exponent of matrix multiplication. The algorithm involves 7 active multiplications. Additions and subtractions between the entries of $\mathbf{X}$ and $\mathbf{Y}$ and between the products $m_{r}$ and multiplications of the entries of $\mathbf{X}$ and $\mathbf{Y}$ and the products $m_{r}$ with scalar coefficients are called "basic operations". The algorithm above needs 18 of such "basic operations". Now suppose that the entries $\mathbf{X}(i, j)$ and $\mathbf{Y}(i, j)$ are matrices with size $\left(2^{\alpha}, 2^{\alpha}\right)$ instead of just scalars. Hence, we have a block decomposition of $\mathbf{X}$ and $\mathbf{Y}$ which are now $\left(2^{\alpha+1}, 2^{\alpha+1}\right)$ matrices. The computation of the product $\mathbf{X Y}$ will now involve 7 active multiplications of the $\left(2^{\alpha}, 2^{\alpha}\right)$ matrices and 18 "basic operations" on $\left(2^{\alpha}, 2^{\alpha}\right)$ matrices. Each of those "basic operations" requires exactly $4^{\alpha}$ scalar additions/subtractions/multiplications. Now let $M\left(2^{\alpha}\right)$ be the number of scalar additions/subtractions/multiplications necessary to compute $\left\langle 2^{\alpha}, 2^{\alpha}, 2^{\alpha}\right\rangle$ with the recursive algorithm. Then we have the recurrence

$$
M\left(2^{\alpha+1}\right)=7 \cdot M\left(2^{\alpha}\right)+18 \cdot 4^{\alpha} \quad \text { and } \quad M\left(2^{0}\right)=1 .
$$

The solution of the recurrence is given by

$$
M\left(2^{\alpha}\right)=7 \cdot 7^{\alpha}-6 \cdot 4^{\alpha}
$$

Hence, computing $\left\langle 2^{\alpha}, 2^{\alpha}, 2^{\alpha}\right\rangle$ requires at most $\mathcal{O}\left(7^{\alpha}\right)$ operations. Letting $h:=2^{\alpha}$, we have that $M(h)$ is asymptotically lower than $C h^{\log _{2}(7)}$ for some $C \in \mathbb{R}$ and thus

$$
\omega \leq \log _{2}(7)<2.807
$$

This is the bound originally found [1] by Strassen. In 1990, Coppersmith and Winograd proposed [11] the so-called "Coppersmith-Winograd algorithm" together with the upper bound $\omega<2.376$. It is also important to point out that "this algorithm is unpractical due to the astronomically large constant in the complexity estimate" [6].

### 3.3 Sparse discrete decompositions

In the case of matrix multiplication tensors, some $F$-PD's are more interesting than others. We are especially interested in sparse and discrete decompositions (also called "sparse discrete solutions" and abbreviated as "SD-sol's"). In this section, we define what we mean by "sparse discrete solutions" and explain why they are more interesting for us.

### 3.3.1 Sparse solutions $\rightarrow$ stability + complexity

Let $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ be a $F$-PD of some matrix multiplication tensor $\mathbf{T}_{m p n}$. We say that $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is a sparse decomposition or solution if $\mathbf{A}, \mathbf{B}, \mathbf{C}$ contain only but a few zero elements. The decomposition (3.1) is an example of a sparse decomposition since each matrix $\mathbf{A}, \mathbf{B}, \mathbf{C}$ contains 12 non-zero entries compared on a total number of 28 entries.

A first advantage of sparse solutions concerns the "computational cost" of the resulting matrix multiplication algorithm. Indeed, consider, for instance, the computations (3.3) and (3.4) involved in the algorithm for $\langle 2,2,2\rangle$. It is clear that the computation of

$$
\begin{equation*}
\operatorname{vec}(\mathbf{X})^{\top} \mathbf{A}(:, r) \quad \text { and } \quad \operatorname{vec}(\mathbf{Y})^{\top} \mathbf{B}(:, r) \tag{3.5}
\end{equation*}
$$

involved in the active products

$$
m_{r}=\left[\operatorname{vec}(\mathbf{X})^{\top} \mathbf{A}(:, r)\right] \cdot\left[\operatorname{vec}(\mathbf{Y})^{\top} \mathbf{B}(:, r)\right]
$$

and the computation of

$$
\begin{equation*}
\sum_{r=1}^{F} m_{r} \cdot \mathbf{C}(k, r) \tag{3.6}
\end{equation*}
$$

will be faster if $\mathbf{A}(:, r), \mathbf{B}(:, r)$ and $\mathbf{C}(k,:)$ contain mainly zero elements.
However, the rapidity of the algorithm is not the only motivation for minimizing the number of operations we have to compute in (3.5) and (3.6). Indeed, computing (3.5) and (3.6) with fewer additions will also improve the numerical stability of the algorithm. To see this, note that all the computations are done in floating-point arithmetic with machine precision eps and thus, when we evaluate an operation like $a+b$, the computed value, denoted by float $(a+b)$, has the form

$$
\text { float }(a+b)=(a+b) \cdot(1+\theta) \quad \text { for some }|\theta| \leq \mathrm{eps}
$$

For summations with more than two terms, we have

$$
\text { float }\left(a_{1}+\ldots+a_{N}\right)=\left(a_{1}+\ldots+a_{N}\right) \cdot(1+\theta)^{N-1} \quad \text { for some }|\theta| \leq \text { eps }
$$

if the terms $a_{\mu}$ are accumulated sequentially and

$$
\text { float }\left(a_{1}+\ldots+a_{N}\right)=\left(a_{1}+\ldots+a_{N}\right) \cdot(1+\theta)^{1+\operatorname{ceil}\left[\log _{2}(N)\right]} \quad \text { for some }|\theta| \leq \text { eps }
$$

if we use a sequential "divide-and-conquer" algorithm. In each case, the precision of the computed result float $\left(a_{1}+\ldots+a_{N}\right)$ decreases when the number $N$ of terms to be summed is large. Hence, it is preferable to have only a few non-zero elements to compute in (3.5) and (3.6). For a detailed stability analysis of algorithms resulting from a $F-\mathrm{PD} \llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of the associated tensor $\mathbf{T}_{m p n}$, we refer the reader to [8].

### 3.3.2 Discrete solutions $\rightarrow$ exactness + complexity

Considering again the 7-PD (3.1) of $\mathbf{T}_{222}$, we observe that all the non-zero elements of $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are either -1 or +1 . In general, we will try to find decompositions such that the entries of $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are rational numbers taking no more than five different values. For instance, we will search for solutions with entries in $\{-1,0,+1\}$ or in $\{-1,-1 / 2,0,+1 / 2,+1\}$ but other values are also possible. Such decompositions will be called discrete solutions.

There are two reasons we favor discrete solutions. The first one deals with the exactness of the decomposition. If a $F$-PD $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of $\mathbf{T}_{m p n}$ is computed with a numerical algorithm, the decomposition will be precise up to machine precision:

$$
\mathbf{T}_{m p n}=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket \pm \theta \mathbf{S} \quad \text { where }\|\mathbf{S}\|_{\mathrm{L}^{2}}=1 \text { and } \theta \in \mathcal{O}(\mathrm{eps}) .
$$

If we know that the entries of $\mathbf{A}, \mathbf{B}, \mathbf{C}$ might take at most five different rational values, then we can easily recover them and obtain an exact decomposition of $\mathbf{T}_{m p n}$.

The second reason is that rational values will lower the computational cost of the resulting matrix multiplication algorithm. Indeed, when computing vec $(\mathbf{X})(i) \cdot \mathbf{A}(i, r)$ and $\operatorname{vec}(\mathbf{Y})(j) \cdot \mathbf{B}(j, r)$ in the vector inner products (3.5) and when computing $m_{r} \cdot \mathbf{C}(k, r)$ in (3.6), it is less expensive to make computations like $\pm 1 \cdot \delta$ (does not cost anything) or $\pm 1 / 2 \cdot \delta$ (consists of shifting one bit of $a$ ) instead of computing $+0.845593745698 \cdot \delta$ or $-0.284574528463 \cdot \delta$ for example. It is important to point out that rational values might only lower the cost of the "basic operations" and thus have an positive impact on the exact cost $M(h)$. However, this cannot reduce the asymptotic complexity $\mathcal{O}\left(h^{\omega}\right)$.

### 3.4 Invariant transformations

We present the different transformations that can act on the factor matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ involved in the $F$-PD of a matrix multiplication tensor $\mathbf{T}_{m p n}$. Invariant transformations modify the factor matrices but leave the recomposition $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ unchanged. We distinguish two types of transformation: the elementary transformations which are also valid for general tensors, and the "trace-like" transformations valid only if $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is a $F$-PD of a matrix multiplication tensor.

### 3.4.1 Elementary transformations

Let $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ be a $F$-PD of some tensor $\mathbf{T}$ and let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{F}\right\},\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{F}\right\}$ and $\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{F}\right\}$ be the columns of $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ respectively. Let $\sigma$ be a permutation of $\{1, \ldots, F\}$ and observe that the result is unchanged if we sum the rank-at-most- 1 terms in any order:

$$
\sum_{r=1}^{F} \mathbf{a}_{r}(i) \cdot \mathbf{b}_{r}(j) \cdot \mathbf{c}_{r}(k)=\sum_{r=1}^{F} \mathbf{a}_{\sigma(r)}(i) \cdot \mathbf{b}_{\sigma(r)}(j) \cdot \mathbf{c}_{\sigma(r)}(k) .
$$

Hence, we have a first class of elementary transformations:

| permutation | $\mathbf{a}_{r} \leftarrow \mathbf{a}_{\sigma(r)}$ | for all $r \in$ |
| :---: | :---: | :---: |
| of the columns | $\mathbf{b}_{r} \leftarrow \mathbf{b}_{\sigma(r)}$ | $\{1, \ldots, F\}$. |
|  | $\mathbf{c}_{r} \leftarrow \mathbf{c}_{\sigma(r)}$ |  |

Now let $\left\{\lambda_{1}, \ldots, \lambda_{F}\right\},\left\{\mu_{1}, \ldots, \mu_{F}\right\}$ and $\left\{\nu_{1}, \ldots, \nu_{F}\right\}$ be real numbers satisfying

$$
\lambda_{r} \mu_{r} \nu_{r}=1 \quad \text { for all } r \in\{1, \ldots, F\} .
$$

Then it is clear that

$$
\sum_{r=1}^{F} \mathbf{a}_{r}(i) \cdot \mathbf{b}_{r}(j) \cdot \mathbf{c}_{r}(k)=\sum_{r=1}^{F}\left[\mathbf{a}_{r}(i) \cdot \lambda_{r}\right] \cdot\left[\mathbf{b}_{r}(j) \cdot \mu_{r}\right] \cdot\left[\mathbf{c}_{r}(k) \cdot \nu_{r}\right]
$$

so that we can define a second class of elementary transformations:

| scaling and | $\mathbf{a}_{r} \leftarrow \mathbf{a}_{r} \cdot \lambda_{r}$ | for all $r \in$ |
| :---: | :---: | :---: |
| counter-scaling | $\mathbf{b}_{r} \leftarrow \mathbf{b}_{r} \cdot \mu_{r}$ | $\{1, \ldots, F\}$. |
| of the columns | $\mathbf{c}_{r} \leftarrow \mathbf{c}_{r} \cdot \nu_{r}$ |  |

### 3.4.2 "Trace-like" transformations

We define a class of invariant transformations specific for the $F$-PD's of matrix multiplication tensors $\mathbf{T}_{m p n}$. Like in the previous section, let $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ be a $F-\mathrm{PD}$ of $\mathbf{T}_{m p n}$ and let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{F}\right\},\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{F}\right\}$ and $\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{F}\right\}$ be the columns of $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ respectively. First let us introduce the "reshape operator" which maps a $I J$-elements vector x to the $(I, J)$ matrix defined as follows:

$$
\operatorname{rshp}_{[I, J]}(\mathbf{x})(i, j):=\mathbf{x}([j-1] I+i) .
$$

We also introduce the map $\langle\cdot, \cdot\rangle: \mathbb{R}^{I \times J} \times \mathbb{R}^{I \times J} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\langle\mathbf{U}, \mathbf{V}\rangle:=\operatorname{trace}\left(\mathbf{U}^{\top} \mathbf{V}\right)=\sum_{i=1}^{I} \sum_{j=1}^{J} \mathbf{U}(i, j) \mathbf{V}(i, j) \tag{3.7}
\end{equation*}
$$

If $\mathbf{X}$ is a $(I, J)$ matrix and $\mathbf{y}$ is a $I J$-elements vector, then observe that

$$
\operatorname{vec}(\mathbf{X})^{\top} \mathbf{y}=\left\langle\mathbf{X}, \operatorname{rshp}_{[I, J]}(\mathbf{y})\right\rangle
$$

Hence, from the identity (3.2), we have that

$$
\operatorname{trace}(\mathbf{X Y Z})=\sum_{r=1}^{F}\left\langle\mathbf{X}, \operatorname{rshp}_{[m, p]}\left(\mathbf{a}_{r}\right)\right\rangle \cdot\left\langle\mathbf{Y}, \operatorname{rshp}_{[p, n]}\left(\mathbf{b}_{r}\right)\right\rangle \cdot\left\langle\mathbf{Z}, \operatorname{rshp}_{[n, m]}\left(\mathbf{c}_{r}\right)\right\rangle .
$$

Now let $\mathbf{P} \in \operatorname{GL}(m), \mathbf{Q} \in \operatorname{GL}(p)$ and $\mathbf{R} \in \operatorname{GL}(n)$ (where "GL ( $h$ )" stands for the general linear group of degree $h$, i.e. the set of invertible ( $h, h$ ) matrices) and consider the identity

$$
\operatorname{trace}\left(\left[\mathbf{P}^{-1} \mathbf{X} \mathbf{Q}\right] \cdot\left[\mathbf{Q}^{-1} \mathbf{Y R}\right] \cdot\left[\mathbf{R}^{-1} \mathbf{Z P}\right]\right)=\operatorname{trace}(\mathbf{X Y Z})
$$

This allows us to define a new class of invariant transformations:

| Transformation of | $\operatorname{rspp}_{[m, p]}\left(\mathbf{a}_{r}\right) \leftarrow \mathbf{P}^{-1} \cdot \operatorname{rshp}_{[m, p]}\left(\mathbf{a}_{r}\right) \cdot \mathbf{Q}$ |  |
| :---: | :---: | :---: | :---: |
| reshaped columns | $\operatorname{rshp}_{[p, n]}\left(\mathbf{b}_{r}\right) \leftarrow \mathbf{Q}^{-1} \cdot \operatorname{rspp}_{[p, n]}\left(\mathbf{b}_{r}\right) \cdot \mathbf{R}$ | $\{1, \ldots, F\}$. |
| through $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ | $\operatorname{rshp}_{[n, m]}\left(\mathbf{c}_{r}\right) \leftarrow \mathbf{R}^{-1} \cdot \operatorname{rshp}_{[n, m]}\left(\mathbf{c}_{r}\right) \cdot \mathbf{P}$ | $\{1, \ldots, F$ |

Equivalently, this provides transformations of the columns of $\mathbf{A}, \mathbf{B}, \mathbf{C}$ :

| Transformation | $\mathbf{a}_{r} \leftarrow\left(\mathbf{Q}^{\top} \otimes \mathbf{P}^{-1}\right) \cdot \mathbf{a}_{r}$ |  |
| :---: | :---: | :---: |
| of columns | $\mathbf{b}_{r} \leftarrow\left(\mathbf{R}^{\top} \otimes \mathbf{Q}^{-1}\right) \cdot \mathbf{b}_{r}$ | for all $r \in$ |
| through $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ | $\mathbf{c}_{r} \leftarrow\left(\mathbf{P}^{\top} \otimes \mathbf{R}^{-1}\right) \cdot \mathbf{c}_{r}$ | $\{1, \ldots, F\}$. |

In the following, transformations via permutation of the columns are abbreviated as "Tperm", scaling/counter-scaling is abbreviated as "T-scale" while transformations through invertible matrices $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ are denoted by "T-trace". Let $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ be two $F$-PD's of a matrix multiplication tensor. Suppose there exists a transformation T-perm such that we can transform $\mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1}$ into $\mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2}$. Then we say that $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are "(T-perm)-equivalent". Similarly, we can also have "(T-scale+T-trace)-equivalent" or "(T-perm+T-scale+T-trace)-equivalent" F-Pd's. For simplicity, "(T-perm+T-scale+T-trace)-equivalence" will often be abbreviated as "invequivalence". Being inv-equivalent is a equivalence relation. If $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is a $F$-PD of some matrix multiplication tensor $\mathbf{T}_{m p n}$, its inv-equivalence class is denoted

$$
\mathcal{S}(\mathbf{A}, \mathbf{B}, \mathbf{C}):=\left\{\mathbf{A}^{\prime}, \mathbf{B}^{\prime}, \mathbf{C}^{\prime} \mid \llbracket \mathbf{A}^{\prime}, \mathbf{B}^{\prime}, \mathbf{C}^{\prime} \rrbracket \text { is inv-equivalent to } \llbracket \mathbf{A}^{\prime}, \mathbf{B}^{\prime}, \mathbf{C}^{\prime} \rrbracket\right\} .
$$

The main questions we will address in the two penultimate chapters are summarized in Table 3.1. As we will see in Sec. 5.2 and Sec. 6.1, one of the main challenges in the implementation of algorithms for answering Question 1 and Question 2 will come from the (T-perm)-equivalence. Indeed, for such transformations a naive algorithm (trying all possible permutations) would be prohibitive in running time since the number of FLOP's would grow as $\mathcal{O}(F!)$. Hence, we will have to find tricks to reduce the cost of getting rid of the (T-perm)-equivalence.
$\left.\begin{array}{|c|l|}\hline \text { Question 1: } & \begin{array}{l}\text { Given a } F \text {-PD } \llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket \text { of } \mathbf{T}_{m p n}, \text { does a discrete } \\ \text { (T-scale+T-trace)-equivalent } F \text {-PD } \mathbf{A}^{*}, \mathbf{B}^{*}, \mathbf{C}^{*} \text { ex- } \\ \text { (Chapter 5) (transformations T-perm are not relevant here }\end{array} \\ \text { since permutating the columns will not change the } \\ \text { discrete character of the decomposition)? If this is } \\ \text { the case, such a } F \text {-PD will be called a "discretiz- } \\ \text { able" decomposition. }\end{array}\right\}$

Table 3.1 - Questions related to invariant transformations.

Remark. At first sight, it might look like the transformations T-scale act as a particular case of the transformations T-trace with

$$
\mathbf{P}:=\left(\frac{\nu}{\lambda}\right)^{1 / 3} \mathbf{I}_{m} \quad, \quad \mathbf{Q}:=\left(\frac{\lambda}{\mu}\right)^{1 / 3} \mathbf{I}_{p} \quad, \quad \mathbf{R}:=\left(\frac{\mu}{\nu}\right)^{1 / 3} \mathbf{I}_{n}
$$

for example. In fact, this is not the case since those $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ will rescale all the columns of $\mathbf{A}, \mathbf{B}, \mathbf{C}$ with the same coefficient $\lambda, \mu, \nu$ (provided $\lambda \mu \nu=1$ ). Transformations T-scale are more general since we admit different $\left\{\lambda_{1}, \ldots, \lambda_{F}\right\},\left\{\mu_{1}, \ldots, \mu_{F}\right\}$ and $\left\{\nu_{1}, \ldots, \nu_{F}\right\}$.

## Chapter 4

## Computation of sparse discrete decompositions

### 4.1 A procedure to compute SD-sol's

We present a procedure for computing sparse discrete decompositions (if some exists) of a given tensor. The procedure involves sequential "solve's" of a non-smooth optimization problem. The first subsection deals with this optimization problem and how we use it in the procedure to find SD-sol's. In the second subsection, we present a method for solving problems belonging to a general sub-class (defined in the same subsection) of non-smooth optimization problems. In the last subsection, we explain precisely how the method applies to our specific optimization problem.

The procedure, as presented, is dedicated to compute only sparse decompositions with factor matrices having their entries in the set $\{-1,0,+1\}$ (and not in $\{-2,-1,0,+1,+2\}$ or $\{-1,-1 / 2,0,+1 / 2,+1\}$ for example while such decompositions might still be interesting, as we pointed out in Sec. 3.3). The reason is that we constrain the entries of the factor matrices between -1 and +1 (hence, it is impossible to get a " $\pm 2$ ") and we fix recursively the values that are extremal (in absolute value), i.e. we fix the values close to $\pm 1$ (and thus, it is difficult to converge to a " $\pm 1 / 2$ " in the factor matrices). Modifications of the procedure to compute more general sparse discrete solutions are discussed briefly in the remark at the end of Sec. 4.2.

### 4.1.1 A non-smooth optimization problem

We would like to solve the following optimization problem:

| minimize |  |
| :---: | :---: |
| $\\|\mathbf{X}-\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\\|_{\mathrm{L}^{2}}^{2}+\rho\left\{\\|\mathbf{A}\\|_{\mathrm{L}^{1}}+\\|\mathbf{B}\\|_{\mathrm{L}^{1}}+\\|\mathbf{C}\\|_{\mathrm{L}^{1}}\right\}$ |  |
| subject to |  |
|  | $\mathbf{A}(i, r) \in[-1,+1] \quad$ for all $i, r$ <br> $\mathbf{B}(j, r) \in[-1,+1] \quad$ for all $j, r$ <br> $\mathbf{C}(k, r) \in[-1,+1] \quad$ for all $k, r$ |
|  | $\mathbf{A}(i, r)=a_{i r} \quad$ for all $(i, r) \in I_{1}$ <br> $\mathbf{B}(j, r)=b_{j r} \quad$ for all $(j, r) \in I_{2}$ <br> $\mathbf{C}(k, r)=c_{k r} \quad$ for all $(k, r) \in I_{3}$ |
| with variables |  |
| $\mathbf{A} \in \mathbb{R}^{I \times F} \quad, \mathbf{B} \in \mathbb{R}^{J \times F}, \mathbf{C} \in \mathbb{R}^{K \times F}$ |  |

The objective function consists of two terms with distinct purposes:

$$
\|\mathbf{X}-\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\|_{\mathrm{L}^{2}}^{2}+\rho\left\{\|\mathbf{A}\|_{\mathrm{L}^{1}}+\|\mathbf{B}\|_{\mathrm{L}^{1}}+\|\mathbf{C}\|_{\mathrm{L}^{1}}\right\}
$$

With the first term, we hope to attract the solution to be a $F$-PD (or not far from being a $F-\mathrm{PD}$ ) of $\mathbf{X}$. The second term is a "regularization term" and, with it, we hope that, among all the solutions $\mathbf{A}, \mathbf{B}, \mathbf{C}$ that are close to be a $F-\mathrm{PD}$ of $\mathbf{X}$, we will converge to a sparse solution. Using a $\mathrm{L}^{1}$-regularization is a trick that is often used in statistics and machine learning to induce sparsity in the solution. For more information about the $\mathrm{L}^{1}$ regularization, we refer the reader to [12].

The method we use to solve problem (4.1) is described in the next subsection. It is a variant of the gradient method for minimizing functions involving a non-smooth convex term. The method is an iterative process and we need to provide an initial iterate/guess. Note that, since the problem is not convex, we have no guarantees on the convergence to a global minimum. Global and local convergence of the process will be discussed in the next subsection as well.

Before describing the method we use to solve the problem, let us first present the procedure for finding SD-sol's. This involves successive "solve's" of (4.1). More precisely, the idea is the following: in Phase 1, we start from a random initial guess $\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0}$ and use the iterative process to find a solution $\mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1}$ to (4.1) with a low $\rho$. With this, we hope to converge to an accurate $F$-PD of $\mathbf{X}$, i.e. $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket \approx \mathbf{X}$.

In Phase 2, we increase the value of $\rho$ and try to solve the problem starting from the last solution $\mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1}$ as first iterate for the iterative process. The objective is to obtain
a sparse solution $\mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2}$ which is also not far from being a $F-\mathrm{PD}$ of $\mathbf{X}$. The set of constraints (\#1) in problem (4.1) is there to help the first solution $\mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1}$ to be not completely degenerate so that it will be easier to compute a sparse solution $\mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2}$, starting from $\mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1}$. The second set of constraints ( $\left.\# 2\right)$ is not used during Phase 1 and Phase 2, i.e. $I_{1}, I_{2}, I_{3}$ are empty sets.

Once we have a sparse approximate decomposition, we try to obtain a SD-sol from it. This is where the second set of constraints (\#2) is used. The computations of the parameters involved in $(\# 2)$, i.e. $I_{1}, I_{2}, I_{3}$ and the corresponding $a_{i r}, b_{j r}, c_{k r}$, are done during Pre-phase 3. The procedure is the following: let $\mathbf{A}_{\alpha}, \mathbf{B}_{\alpha}, \mathbf{C}_{\alpha}$ be a sparse approximate decomposition, choose a parameter $0<\eta<1$ and define the following sets of indices:

$$
I_{1}^{+}:=\left\{(i, r) \mid \mathbf{A}_{\alpha}(i, r) \geq+\eta\right\} \quad \text { and } \quad I_{1}^{-}:=\left\{(i, r) \mid \mathbf{A}_{\alpha}(i, r) \leq-\eta\right\}
$$

In words, the parameter $\eta$ decides "above which threshold (in absolute value) the entries of $\mathbf{A}_{\alpha}$ must be considered to be -1 or $+1 "$. For example, we may impose that all the entries greater than +0.9 or lower than -0.9 are fixed to be +1 and -1 respectively. The sets $I_{1}^{+}, I_{1}^{-}$contain the indices of those entries and we also have to define $a_{i r}:=+1$ for all $(i, r) \in I_{1}^{+}$and $a_{i r}:=-1$ for all $(i, r) \in I_{1}^{-}$and finally $I_{1}:=I_{1}^{+} \cup I_{1}^{-}$. The sets $I_{2}^{+}, I_{2}^{-}$and $I_{3}^{+}, I_{3}^{-}$containing indices of $\mathbf{B}_{\alpha}$ and $\mathbf{C}_{\alpha}$ respectively and the constraint values $b_{j r}$ and $c_{k r}$ are defined in the same way.

Those constraints are added to (4.1) and then, in Phase 3, we try to find a solution $\mathbf{A}_{\alpha+1}, \mathbf{B}_{\alpha+1}, \mathbf{C}_{\alpha+1}$ starting from $\mathbf{A}_{\alpha}, \mathbf{B}_{\alpha}, \mathbf{C}_{\alpha}$ as initial iterate for the iterative process. Pre-phase 3 and Phase 3 are repeated several times until we converge to a SD-sol, if some exists. A schematic of the procedure is represented in Fig. 4.1 and numerical examples will be presented in Sec. 4.2.

### 4.1.2 Gradient method for composite functions

We introduce a general sub-class of non-smooth optimization problems and we present a method for solving them. The method will not always converge to a global minimum but the convergence to a stationary point is ensured. For this, we rely on [13]. We do not bring anything new in this subsection but merely synthesize the results of [13] that are relevant for our purpose, i.e. a gradient method to solve problem (4.1).

Let $\mathcal{U}$ be a finite-dimensional vector space over $\mathbb{R}$ with inner product $(u, v) \mapsto\langle u, v\rangle$ and with $u \mapsto\|u\|$ for the associated norm. Suppose $f(x)$ is a smooth function from $\mathcal{U}$ to $\mathbb{R}$ and $\psi(x)$ is a convex (possibly non-smooth) function from $\mathcal{U}$ to $\mathbb{R}$. Finally, let $Q$ be a convex subset of $\mathcal{U}$. We suppose that $\psi(x)$ and $Q$ are "simple" in a sense that will be defined later. We consider the problem consisting of:

$$
\operatorname{minimize} \quad \phi(x):=f(x)+\psi(x) \quad \text { subject to } x \in \mathcal{Q}
$$

Let $\bar{x}$ be a point of $Q$ and choose a constant $L>0$. Consider the following "first-order


Figure 4.1 - Procedure to compute SD-sol's by solving several times the non-smooth optimization problem using recursively the last obtained solution as initial iterate for the computation of the new solution.

Input: First iterate $x_{0} \in \mathcal{Q}$, initial constant $L_{0}>0$ and "step-size stopping criterion" $\epsilon>0$.
[01] : Set $k \leftarrow 0$;
[02] : Set $x_{k+1} \leftarrow T_{L_{k}}\left(x_{k}\right)$;
[03]: If $\phi\left(x_{k+1}\right)>m_{L_{k}}\left(x_{k+1} \mid x_{k}\right):$
[04]: $\quad$ Set $L_{k} \leftarrow 2 L_{k}$;
[05] : Go to [02] ;
[06] : If $\left\|x_{k+1}-x_{k}\right\| \leq \epsilon$ :
[07] : Exit Function ;
[08] : Set $L_{k+1} \leftarrow L_{k} / 2$;
[09] : Set $k \leftarrow k+1$;
[10] : Go to [02] ;

Output: Last iterate $x_{k+1} \in \mathcal{U}$.

Algorithm 1 - Gradient method for composite functions.
approximation" of $\phi(x)$ around $\bar{x}$ :

$$
m_{L}(x \mid \bar{x}):=f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\frac{L}{2}\|x-\bar{x}\|^{2}+\psi(x)
$$

Observe that $x \mapsto m_{L}(x \mid \bar{x})$ is convex and has thus a unique minimizer:

$$
T_{L}(\bar{x}):=\arg \min \left\{x \mapsto m_{L}(x \mid \bar{x}) \mid x \in \mathcal{Q}\right\}
$$

The hypothesis that " $\psi(x)$ and $Q$ are simple" just means that $T_{L}(\bar{x})$ has to be easy to compute. Without this assumption, the method would be less interesting since we would have to solve a non-smooth optimization sub-problem at each iteration of the method.

The composite gradient method is described in Algorithm 1. The idea of the algorithm is the following: starting from a point $x_{k}$, we compute the minimizer $T_{L}\left(x_{k}\right)$ of the firstorder approximation of $\phi(x)$ around $x_{k}$. This approximation involves the parameter $L$. If the exact value $\phi\left(T_{L}\left(x_{k}\right)\right)$ is larger than the approximation $m_{L}\left(T_{L}\left(x_{k}\right) \mid x_{k}\right)$, then it means that the parameter $L$ is too small. Hence, we increase $L$ and we compute $T_{L}\left(x_{k}\right)$ again with the new $L$. We do this recursively until the value of the approximation at $T_{L}\left(x_{k}\right)$ is larger than the exact value $\phi\left(T_{L}\left(x_{k}\right)\right)$. In this case, $T_{L}\left(x_{k}\right)$ becomes the new point $x_{k+1}$ and we repeat the last steps, starting from a smaller $L$.

Now let us discuss the convergence of the composite gradient method. In the following,
we suppose that $f(x)$ has Lipschitz-continuous gradient with parameter $M$ :

$$
\begin{equation*}
\left\|\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)\right\| \leq M\left\|x_{1}-x_{2}\right\| \quad \text { for all } x_{1}, x_{2} \in \mathcal{Q} \tag{4.2}
\end{equation*}
$$

This implies the following inequality (in fact, the relation is stronger than a simple implication, we prove in Appendix A that the two statements are equivalent):

$$
\begin{equation*}
|f(x)-[f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle]| \leq \frac{M}{2}\|x-\bar{x}\|^{2} \quad \text { for all } x, \bar{x} \in Q \tag{4.3}
\end{equation*}
$$

We analyze the execution of Algorithm 1 . Suppose the value of $k$ is $k_{*}$ when the algorithm stops. We wonder how many times we have computed steps [02] and [03]. From inequality (4.3), we know that we will satisfy condition [03] only if $L_{k} \leq M$. Hence, when we start executing step [08], we have $L_{k} \leq 2 M$ and thus, after having executed step [08], we must have $L_{k+1} \leq M$. Consider a fixed $k \geq 0$ and let $n_{k}$ be the number of times we execute step [02] for this $k$. Clearly $n_{k} \geq 1$ and after having executed step [08], we have $L_{k+1}=2^{n_{k}-2} L_{k}$. This provides a bound on $n_{k}$ :

$$
n_{k}=2+\log _{2}\left(\frac{L_{k+1}}{L_{k}}\right) .
$$

Summing over $k \geq 0$, we obtain how many times we compute steps [02] and [03]:

$$
\begin{equation*}
N_{k_{*}}:=\sum_{k=0}^{k_{*}} n_{k}=2\left(k_{*}+1\right)+\log _{2}\left(\frac{L_{k_{*}+1}}{L_{0}}\right) \leq 2\left(k_{*}+1\right)+\log _{2}\left(\frac{M}{L_{0}}\right) . \tag{4.4}
\end{equation*}
$$

Now, what can we say about the step-size $\left\|x_{k+1}-x_{k}\right\|$ ? To answer this question, we will first have to analyze the decrease that is guaranteed on $\phi\left(x_{k}\right)-\phi\left(x_{k+1}\right)$. Therefore, let $\bar{x}$ be fixed and define the convex function

$$
\hat{m}(x \mid \bar{x}):=f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle+\psi(x)=m_{L}(x \mid \bar{x})-\frac{L}{2}\|x-\bar{x}\|^{2} .
$$

Since $x \mapsto m_{L}(x \mid \bar{x})=\hat{m}(x \mid \bar{x})+\frac{L}{2}\|x-\bar{x}\|^{2}$ is minimal at $T_{L}(\bar{x})$, the vector

$$
h_{L}(\bar{x}):=-L \cdot\left(T_{L}(\bar{x})-\bar{x}\right)
$$

must be a sub-gradient of $x \mapsto \hat{m}(x \mid \bar{x})$ at $T_{L}(\bar{x})$. Hence, we have

$$
\hat{m}(\bar{x} \mid \bar{x}) \geq \hat{m}\left(T_{L}(\bar{x}) \mid \bar{x}\right)+\left\langle h_{L}(\bar{x}), \bar{x}-T_{L}(\bar{x})\right\rangle=\hat{m}\left(T_{L}(\bar{x}) \mid \bar{x}\right)+L\left\|T_{L}(\bar{x})-\bar{x}\right\|^{2} .
$$

Finally, this gives

$$
\begin{equation*}
\phi(\bar{x})-m_{L}\left(T_{L}(\bar{x}) \mid \bar{x}\right)=\hat{m}(\bar{x} \mid \bar{x})-m_{L}\left(T_{L}(\bar{x}) \mid \bar{x}\right) \geq \frac{L}{2}\left\|T_{L}(\bar{x})-\bar{x}\right\|^{2} . \tag{4.5}
\end{equation*}
$$

Using the previous developments, we can prove the following theorem [13, Theorem 3]:

Theorem 4.1. Let $\phi(x)$ be bounded from below on $Q$ by a constant $\phi_{*}$. Then, just before starting step [06], we have

$$
\begin{equation*}
\min _{0 \leq i \leq k} \frac{L_{i}}{2}\left\|x_{i+1}-x_{i}\right\|^{2} \leq \frac{\phi\left(x_{0}\right)-\phi_{*}}{k+1} \tag{4.6}
\end{equation*}
$$

Moreover, there exists a sub-gradient $\xi\left(x_{k+1}\right)$ of $\psi(x)$ at $x_{k+1}$ such that, for any $u=\lambda \cdot\left(y-x_{k+1}\right)$ for some $y \in \mathcal{Q}$ and some $\lambda \geq 0$ and satisfying $\|u\|=1$, we have

$$
\begin{equation*}
\left\langle\nabla f\left(x_{k+1}\right)+\xi\left(x_{k+1}\right), u\right\rangle \geq-3 M\left\|x_{k+1}-x_{k}\right\| \tag{4.7}
\end{equation*}
$$

Proof. First let us prove the inequality (4.6). Therefore, observe that, just before we start step [06], we have that $\phi\left(x_{k+1}\right) \leq m_{L_{k}}\left(x_{k+1} \mid x_{k}\right)$. Hence,

$$
\phi\left(x_{k}\right)-\phi\left(x_{k+1}\right) \geq \phi\left(x_{k}\right)-m_{L}\left(x_{k+1} \mid x_{k}\right) \geq \frac{L_{k}}{2}\left\|x_{k+1}-x_{k}\right\|^{2}
$$

where the last inequality comes from (4.5). If we sum over $k \geq 0$, we find

$$
\phi\left(x_{0}\right)-\phi\left(x_{k+1}\right)=\sum_{i=0}^{k} \phi\left(x_{i}\right)-\phi\left(x_{i+1}\right) \geq \sum_{i=0}^{k} \frac{L_{i}}{2}\left\|x_{i+1}-x_{i}\right\|^{2}
$$

and thus

$$
\phi\left(x_{0}\right)-\phi\left(x_{*}\right) \geq(k+1) \cdot \min _{0 \leq i \leq k} \frac{L_{i}}{2}\left\|x_{i+1}-x_{i}\right\|^{2}
$$

In order to prove (4.7), remember that $h_{L_{k}}\left(x_{k}\right)$ is a sub-gradient of $x \mapsto \hat{m}\left(x \mid x_{k}\right)$ at $x_{k+1}$ and thus $\xi\left(x_{k+1}\right):=h_{L_{k}}\left(x_{k}\right)-\nabla f\left(x_{k}\right)$ is a sub-gradient of $\psi(x)$ at $x_{k+1}$ :

$$
\left\langle\nabla f\left(x_{k+1}\right)+\xi\left(x_{k+1}\right), u\right\rangle=\left\langle\nabla f\left(x_{k+1}\right)-\nabla f\left(x_{k}\right), u\right\rangle+\left\langle h_{L_{k}}\left(x_{k}\right), u\right\rangle .
$$

Using the definition of $h_{L_{k}}\left(x_{k}\right)$ and the Lipschitz-continuity of the gradient, we get

$$
\left\langle\nabla f\left(x_{k+1}\right)+\xi\left(x_{k+1}\right), u\right\rangle \geq-M\left\|x_{k+1}-x_{k}\right\|-L_{k}\left\|x_{k+1}-x_{k}\right\|
$$

We conclude with the fact that $L_{k}$ is always smaller than $2 M$.

From the upper bounds (4.4) and (4.6), we conclude that Algorithm 1 will stop after at most $\mathcal{O}\left(1 / \epsilon^{2}\right)$ steps. Moreover, inequality (4.7) tells us that the "descent rate" at $x_{k+1}$ is at most proportional to $\left\|x_{k+1}-x_{k}\right\|$. Hence, if we use a small $\epsilon$, we know that the output $x_{k+1}$ will be an "almost stationary" point of $\phi(x)$. Nevertheless, since the problem is non-convex, we have no guarantee that the stationary point is a global minimum. The algorithm could converge to a local minimum as well. In theory, the method can also converge to a saddle-point or a local maximum, for example if it starts from such a point. However, since the method is a descent method, i.e. the value of $\phi\left(x_{k}\right)$ decreases at every step $k$, it is unlikely to be attracted to a saddle-point or a maximum. The convergence of the composite gradient method applied to our non-smooth optimization problem (4.1) will be illustrated in the next subsection.

### 4.1.3 Practical use of the gradient method

Let us come back to our initial problem (4.1). We show that the problem can be solved using the composite gradient method. We also explain in detail how we compute $\nabla f(x)$ and $T_{L}(x)$. Finally, we show that the theoretical predictions about the convergence and the total number of times we compute steps [02] and [03] are supported in practice.

In the case of tensor decomposition, the vector space $\mathcal{U}$ consists of the space of triples of matrices $\mathbf{A} \in \mathbb{R}^{I \times F}, \mathbf{B} \in \mathbb{R}^{J \times F}$ and $\mathbf{C} \in \mathbb{R}^{K \times F}$. The inner product is defined by

$$
\left\langle\left(\mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1}\right),\left(\mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2}\right)\right\rangle:=\operatorname{trace}\left(\mathbf{A}_{1}^{\top} \mathbf{A}_{2}\right)+\operatorname{trace}\left(\mathbf{B}_{1}^{\top} \mathbf{B}_{2}\right)+\operatorname{trace}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{2}\right) .
$$

The smooth part of the objective function is

$$
f(\mathbf{A}, \mathbf{B}, \mathbf{C}):=\|\mathbf{X}-\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C}\| \|_{\mathrm{L}^{2}}^{2}
$$

and the non-smooth convex part is

$$
\psi(\mathbf{A}, \mathbf{B}, \mathbf{C}):=\rho\left\{\|\mathbf{A}\|_{\mathrm{L}^{1}}+\|\mathbf{B}\|_{\mathrm{L}^{1}}+\|\mathbf{C}\|_{\mathrm{L}^{1}}\right\} .
$$

The gradient of $f(\mathbf{A}, \mathbf{B}, \mathbf{C})$ is given by (c.f. Appendix B for details)

$$
\left\{\begin{array}{l}
\nabla_{\mathbf{A}}(f)=\frac{\partial f}{\partial \mathbf{A}}=2\left[\mathbf{A}(\mathbf{C} \odot \mathbf{B})^{\top}-\operatorname{unfold}_{[1]}(\mathbf{X})\right](\mathbf{C} \odot \mathbf{B}) \\
\nabla_{\mathbf{B}}(f)=\frac{\partial f}{\partial \mathbf{B}}=2\left[\mathbf{B}(\mathbf{A} \odot \mathbf{C})^{\top}-\operatorname{unfold}_{[2]}(\mathbf{X})\right](\mathbf{A} \odot \mathbf{C}) \\
\nabla_{\mathbf{C}}(f)=\frac{\partial f}{\partial \mathbf{C}}=2\left[\mathbf{C}(\mathbf{B} \odot \mathbf{A})^{\top}-\operatorname{unfold}_{[3]}(\mathbf{X})\right](\mathbf{B} \odot \mathbf{A})
\end{array}\right\} .
$$

Let us mention that a direct computation of the products

$$
(\mathbf{C} \odot \mathbf{B})^{\top}(\mathbf{C} \odot \mathbf{B}) \quad, \quad(\mathbf{A} \odot \mathbf{C})^{\top}(\mathbf{A} \odot \mathbf{C}) \quad, \quad(\mathbf{B} \odot \mathbf{A})^{\top}(\mathbf{B} \odot \mathbf{A})
$$

involves the multiplication of matrices with sizes at least ( $\min [I J, J K, K I], F)$. Hence, this would require at least $\mathcal{O}\left(\min [I J, J K, K I] F^{2}\right)$ operations (just to compute a $(F, F)$ matrix). In fact, those products are never computed directly: we use the property that

$$
\left(\mathbf{E}_{1} \odot \mathbf{E}_{2}\right)^{\top}\left(\mathbf{E}_{1} \odot \mathbf{E}_{2}\right)=\left(\mathbf{E}_{1}^{\top} \mathbf{E}_{1}\right) \circledast\left(\mathbf{E}_{2}^{\top} \mathbf{E}_{2}\right)
$$

where $\circledast$ stands for the Hadamard or element-wise product. This reduces the cost for those multiplications to at most $\mathcal{O}\left(\max [I, J, K] F^{2}\right)$ operations.

Finally, we check that $f(\mathbf{A}, \mathbf{B}, \mathbf{C})$ is twice continuously differentiable and the admissible domain is compact so that the Hessian is bounded and thus $\nabla f(\mathbf{A}, \mathbf{B}, \mathbf{C})$ is Lipschitz-continuous.

Let $L>0$ be fixed and suppose we have computed $\nabla_{\mathbf{A}}(f), \nabla_{\mathbf{B}}(f)$ and $\nabla_{\mathbf{C}}(f)$ : how do we compute $T_{L}(\mathbf{A}, \mathbf{B}, \mathbf{C})$ ? For simplicity, denote $\left(\mathbf{A}^{+}, \mathbf{B}^{+}, \mathbf{C}^{+}\right):=T_{L}(\mathbf{A}, \mathbf{B}, \mathbf{C})$. Fortunately, the problem is separable, meaning that each entry of $\mathbf{A}^{+}, \mathbf{B}^{+}$and $\mathbf{C}^{+}$can be
computed separately using only the corresponding entry of $\nabla_{\mathbf{A}}(f), \nabla_{\mathbf{B}}(f)$ and $\nabla_{\mathbf{C}}(f)$ respectively. For example, we compute $\mathbf{A}^{+}$as follows:

$$
\mathbf{A}^{+}(i, r):=\arg \min \left\{\left.a \mapsto \nabla_{\mathbf{A}}(f)(i, r) \cdot a+\frac{L}{2}[a-\mathbf{A}(i, r)]^{2}+\rho|a| \right\rvert\, a \in[-1,+1]\right\} .
$$

Hence, it boils down to minimizing a single-variable function consisting of a quadratic function and an "absolute value function" defined on the interval $[-1,+1]$. Splitting into the intervals $[-1,0]$ and $[0,+1]$, we just have to compute the minima of two quadratic functions, which is straightforward. The computation of $\mathbf{B}^{+}$and $\mathbf{C}^{+}$is identical.

Before we end this section, we would like to check whether the bounds (4.4) and (4.6) are satisfied in practice when applied to our non-smooth optimization problem. For this, let the parameters of (4.1) be defined as follows: $\mathbf{X}$ is the "structural tensor for $\langle 2,2,2\rangle$ " and we search the best "rank-at-most-6 approximation" of it, i.e. $\mathbf{X}=\mathbf{T}_{222}$ and $F=6$. The "regularization factor" $\rho$ is set to $10^{-3}$. For the constraints (\#2), we use empty sets for $I_{1}, I_{2}, I_{3}$, i.e. no entries of the variables are completely fixed. We compute 20,000 iterations of the composite gradient method applied on (4.1) with those parameters. Then we compute the "scaled step-size" $\frac{L_{k}}{2}\left\|x_{k+1}-x_{k}\right\|^{2}$ and we compare this with the theoretical upper bound $\frac{\phi\left(x_{0}\right)-\phi_{*}}{k+1}$. Since the objective function of (4.1) is always nonnegative, we use $\phi_{*}=0$. We also compute the average value of $n_{k}$ (the number of times we compute steps [02] and [03] for a fixed $k$ ), i.e. we compute the value of $\frac{N_{k}}{k+1}$. The results are represented in Fig. 4.2. Note that both the $x$ - and the left $y$-axis have logarithmic scale. We observe that (4.4) and (4.6) are indeed verified in this example.

### 4.2 Examples of computation of SD-sol's

We use the method described in the previous section to compute sparse discrete decompositions of several matrix multiplication tensors. We explain in detail how we compute SD-sol's for the $\langle 2,2,2\rangle,\langle 2,3,2\rangle,\langle 3,2,3\rangle$ and $\langle 3,3,3\rangle$ cases: which "regularization factor" $\rho$, which "threshold" $\eta$ and which "step-size stopping criterion" $\epsilon$ we use. We also investigate the influence of $\rho$ on the sparsity of the resulting decomposition. For the sake of readability, the figures and tables mentioned in this section are gathered in Appendix C, at the end of the report. Finally, we briefly compare our results with the results presented in two state-of-the-art papers, namely [6] (2013) and [7] (2017).

### 4.2.1 Sparse discrete decompositions of small tensors

First we start with the $\langle 2,2,2\rangle$ case. It is known [9] that the rank of the associated tensor is 7 . Hence, we would like to find a 7-PD of $\mathbf{T}_{222}$. For this, we try to solve (4.1) with $\mathbf{X}=\mathbf{T}_{222}$ and $F=7$. As initial guess, we use matrices $\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0}$ where the entries are chosen randomly uniform between -1 and +1 . Which values we use for the parameters $\rho$ and $\epsilon$ in Phase 1 and Phase 2 of the procedure are detailed in Fig. C.1. In this figure, you also find the quality of the approximation $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ and the total number of "non-very-small" values in $\mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa}$ (values smaller than $5 \cdot 10^{-2}$ are considered as "very


Figure 4.2 - Composite gradient method applied on problem (4.1) to find a "rank-at-most- 6 approximation" of $\mathbf{T}_{222}$. We verify that the theoretical decrease (4.6) of the "scaled step-size" is satisfied in practice. The average number of times we compute steps [02] and [03] for a fixed $k$ tends to a value lower or equal to 2 , as predicted by the theory.
small") as a function of the iteration $\kappa$ (in the previous section, we used " $\alpha$ " to index the decompositions obtained at the end of each phase; the index " $\kappa$ " is used for indexing the successive iterates inside the composite gradient method). As we can observe in Fig. C.1, at the end of Phase 2 , the solution contains only 36 non-zero values, among a total of 84 $(3 \times 4 \times 7)$ entries in $\mathbf{A}, \mathbf{B}, \mathbf{C}$. It happens that, for small tensors like in the $\langle 2,2,2\rangle$ case, Phase 1 and Phase 2 are sufficient to compute a SD-sol; Phase 3 (used to induce discrete values) is not needed in this case. The resulting SD-sol is available in Table C.1.

Remark. For tensors larger than $\mathbf{T}_{222}$, we introduce a Pre-phase 1 to enhance to global convergence of the algorithm, i.e. increase our chances that the algorithm converges to a $F$-PD (or not far from being a $F-\mathrm{PD}$ ) of $\mathbf{T}_{m p n}$ starting from a random initial iterate. This pre-phase is easy to explain: suppose that, in Phase 1, we want to solve (4.1) with a certain value for $\rho$. Then, in Pre-phase 1, we try to solve the same problem (with the same value of $\rho$ ) except that the constraints (\#1) are replaced with relaxed constraints:

| subject to |  |  |
| :--- | :--- | :--- |
|  |  |  |
|  | $\mathbf{A}(i, r) \in[1 \mathrm{lb}, \mathrm{ub}]$ | for all $i, r$ |
|  | $\mathbf{B}(j, r) \in[1 \mathrm{l}, \mathrm{ub}]$ | for all $j, r$ |
|  | $\mathbf{C}(k, r) \in[\mathrm{lb}, \mathrm{ub}]$ | for all $k, r$ |

For instance, we use $\mathrm{lb}=-10$ and $\mathrm{ub}=+10$ in Pre-phase 1 and, during Phase 1, we use constraints ( $\# 1$ ) which are clearly equivalent to ( $\# 1^{\prime}$ ) with $\mathrm{lb}=-1$ and $\mathrm{ub}=+1$. The solution $\mathbf{A}_{1^{\prime}}, \mathbf{B}_{1^{\prime}}, \mathbf{C}_{1^{\prime}}$ of Pre-phase 1 is then used as the first iterate for Phase 1. Note that $\mathbf{A}_{1^{\prime}}, \mathbf{B}_{1^{\prime}}, \mathbf{C}_{1^{\prime}}$ does not necessarily satisfies (\#1). Hence, we use its projection on the set described by (\#1), i.e. the elements of $\mathbf{A}_{1^{\prime}}, \mathbf{B}_{1^{\prime}}, \mathbf{C}_{1^{\prime}}$ larger than +1 or lower than -1 are projected to +1 and -1 respectively.

Next, we look for a decomposition of $\mathbf{T}_{232}$ with 11 rank-at-most- 1 terms. The procedure is the same as in the case of $\langle 2,2,2\rangle$ except that we use Pre-phase 1 introduced in the remark just above. The details are available in Fig. C. 2 and the obtained decomposition is described in Table C.2. Like for the $\langle 2,2,2\rangle$ case, it happens that Phase 1 and Phase 2 are sufficient to find a sparse discrete solution. The decomposition contains 48 non-zero values, among a total of $176(2 \times 6 \times 11+4 \times 11)$ entries in $\mathbf{A}, \mathbf{B}, \mathbf{C}$.

Finally, let us also mention that we tested our method on tensors smaller than $\mathbf{T}_{222}$ : for example, we computed sparse discrete 2-PD's for the $\langle 1,2,1\rangle$ case and sparse discrete 4 -PD's for the $\langle 2,1,2\rangle$ case. We noticed that for these small cases, Phase 2 was sufficient, i.e. if we directly start Phase 2 with a random initial guess, then we converge to a SD-sol. The figure available on the (second) front page illustrates the $\langle 2,1,2\rangle$ case. More precisely, it shows the matrices $\mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa}$ at four different moments of the composite gradient method applied on (4.1) with $\mathbf{X}=\mathbf{T}_{212}, F=4$ and $\rho=10^{-2}$.

### 4.2.2 Sparse discrete decompositions of larger tensors

Now we consider more difficult cases like $\langle 3,2,3\rangle$ and $\langle 3,3,3\rangle$. Those cases are more interesting since, this time, we need Phase 3 to obtain a discrete decomposition. First we are interested in $\langle 3,2,3\rangle$. The details of Phase 1 and Phase 2 are given in Fig. C.3. As "threshold" $\eta$ for Phase 3, we use the value of 0.8 . As we can observe in Table C.3, the resulting solution contains 102 non-zero values to be compared with a total of 315 $(2 \times 6 \times 15+9 \times 15)$ entries in $\mathbf{A}, \mathbf{B}, \mathbf{C}$.

Last but not least, we compute a $23-\mathrm{PD}$ for the case of $\langle 3,3,3\rangle$. The details of Phase 1 and Phase 2 are given in Fig. C.4. We use a "threshold" $\eta$ of 0.8 in Phase 3, to get a final decomposition containing 144 non-zero values out of the $621(3 \times 9 \times 23)$ possible entries in $\mathbf{A}, \mathbf{B}, \mathbf{C}$. The decomposition is available in Table C.4.

We have seen that using a "medium" value of $\rho$, like $10^{-2}$, in Phase 2 , allows us to obtain a decomposition which is both sparse and not far from being a $F$-PD of $\mathbf{T}_{m p n}$. We wonder what would happen if we use a larger value for $\rho$, let's say $10^{-1}$. Therefore, we solve problem (4.1) with this $\rho$ starting from the decomposition obtained after Pre-phase 1 and Phase 1 for $\mathbf{X}=\mathbf{T}_{333}$ and $F=23$ (c.f. Fig. C.4) and observe what happens. The results and the details about the parameters are represented in Fig. C.5. We observe that, as expected, the algorithm converges to a solution which is sparser than in the case of a "medium" $\rho$. Indeed, this time, the factor matrices contain 134 non-zero values only, at the end of Phase 2. The drawback is that the obtained solution is not an "almost accurate" decomposition of $\mathbf{T}_{333}$ since $\left\|\mathbf{T}_{333}-\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket\right\|_{\mathrm{L}^{2}} \approx 2.26$. Hence, this decomposition is not useful for building a matrix multiplication algorithm.

Finally, let us mention that we also tried to compute sparse discrete decompositions for tensors larger than $\mathbf{T}_{333}$. Unfortunately, we were not able to compute SD-sol's for them. It is even difficult to obtain an accurate decomposition with Pre-phase 1 and Phase 1. For example, in the case of $\langle 4,3,4\rangle$ with $F=40$ (as far as we know, $F=40$ is the smallest $F$ for which we know [7, p. 7] that a $F$-PD of $\mathbf{T}_{434}$ exists), the best accuracy we could obtain after Pre-phase 1 and Phase 1 was $\left\|\mathbf{T}_{434}-\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket\right\|_{L^{2}} \approx 1$. We also tried a "relaxed problem": finding a sparse discrete decomposition of $\mathbf{T}_{434}$ with 41 rank-at-most-1 terms. In this case, we obtained a decomposition $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ satisfying $\left\|\mathbf{T}_{434}-\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket\right\|_{L^{2}} \approx 0.1$ after Pre-phase 1 and Phase 1. However, we did not achieve to obtain a sparse decomposition for which the entries of the factor matrices belong to $\{-1,0,+1\}$ using Phase 2, Pre-phase 3 and Phase 3 and starting from $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$. Nevertheless, using a modified version of Pre-phase 3 and Phase 3 (c.f. the remark at the end of this section), we were able to compute a sparse 41-PD for the $\langle 4,3,4\rangle$ case for which the factor matrices have their entries in the set $\{-1,-1 / 2,0,+1 / 2,+1\}$.

### 4.2.3 Comparison with two state-of-the-art methods

The results we obtain are not better than the results obtained by Smirnov in [6]. He proposes a decomposition for the $(3,3)$ case with entries in $\{-1,0,+1\}$ and 139 non-zero entries while the $F$-PD we present for the $(3,3)$ case has 144 non-zero values. The strength of our method is its robustness, we had to use only a few random initial guesses to compute a SD-sol for the $(3,3)$ case for example. We could thereby hope that, with more tries and a bit of chance, we will be able to find SD-sol's with less non-zero entries. It is difficult to compare the robustness of our procedure with that one of Smirnov's method since he does not give the detail of the computations in his paper. Let us just mention that his method implies at least 7 parameters that you need to update at the successive steps of the method and he does not give any indications on how do it. Hence, it is difficult to reproduce the results obtained by Smirnov.

We also compare our results with the SD-sol's obtained by Tichavský et al. in their paper [7]. The method is briefly described in Sec. 5.1. It seems that the largest case for which they computed a sparse discrete decomposition is the $\langle 3,2,3\langle$ case. The decomposition they propose contains values only in $\{-1,0,+1\}$ and has 94 non-zero values while the decomposition we propose for the $\langle 3,2,3\langle$ case has 102 non-zero values. However, Tichavský et al. do not present decompositions for larger tensors.

Remark. We would like to make a final comment before the end of the chapter. We mentioned in the introduction of Sec. 4.1 that the algorithm could be modified to compute sparse decompositions with values in more general sets than $\{-1,0,+1\}$. For example, if we would like to find sparse $F$-PD's with entries in $\{-1,-1 / 2,0,+1 / 2,+1\}$, then we would have to modify Pre-phase 3 and Phase 3 in the following way: this time, we do not only fix the values that are close to $\pm 1$ but also the values close to $\pm 1 / 2$. Nevertheless, we want to be careful when we fix values to $\pm 1 / 2$. Indeed, it might happen that some entries decrease from a "high value" toward 0 and that, during their decrease, they approach the value of $\pm 1 / 2$. Hence, we will have to fix value to $\pm 1 / 2$ only if have a strong intuition that this might be the right value and we should also be prepared to unfix some values if it happens that we cannot converge to an exact $F$-PD. Hence, the modified versions of Pre-phase 3 and Phase 3 require an "active participation" of the person who executed them and thus cannot be executed in an "automatic fashion" (in their original version, the choice of the "threshold" $\eta$ totally determined how Pre-phase 3 and Phase 3 would be executed).

Using this modified algorithm, we computed a sparse 41-PD for the $\langle 4,3,4\rangle$ case with the entries of the factor matrices having values in $\{-1,-1 / 2,0,+1 / 2,+1\}$. The decomposition is presented in Table C.5, Table C. 6 and Table C.7. According to [7], the rank of the associated tensor is 40 . Hence, we have one extra rank-at-most-1 term in our decomposition compared to the theoretical minimal decomposition.

## Chapter 5

## Discretizing decompositions through inv-transformations

### 5.1 Properties of discretizable decompositions

Recall (c.f. Table 3.1) that a $F-\mathrm{PD} \llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of a matrix multiplication tensor is discretizable if it is (T-scale+T-trace)-equivalent to a discrete decomposition. In the first subsection, we explain why we are interested in discretizable solution or why it is interesting to know whether a solution could be discretized? In a second time, we give a necessary condition to be discretizable.

### 5.1.1 Motivation $\leftarrow$ the two-steps approach

We already mention why we are interested in discrete decompositions. In Sec. 4.1, we presented a method to compute SD-sol's. This was an "all-at-once" method in the sense that, before the end of the procedure, we have neither an exact decomposition or a completely discrete decomposition. At the end of Phase 1 , the decomposition $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ is almost a $F-\mathrm{PD}$ of $\mathbf{T}_{m p n}$. However, the "accuracy of the decomposition" is not necessarily preserved during Phase 2 and Phase 3, i.e.

$$
\left\|\mathbf{T}_{m p n}-\llbracket \mathbf{A}_{\alpha}, \mathbf{B}_{\alpha}, \mathbf{C}_{\alpha} \rrbracket\right\|_{\mathrm{L}^{2}} \leq \epsilon \quad \nRightarrow \quad\left\|\mathbf{T}_{m p n}-\llbracket \mathbf{A}_{\alpha+1}, \mathbf{B}_{\alpha+1}, \mathbf{C}_{\alpha+1} \rrbracket\right\|_{\mathrm{L}^{2}} \leq \epsilon
$$

The two-steps approach is different. The idea is to first compute a "very accurate" decomposition $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ of the matrix multiplication tensor and then, in a second time, use transformations T-scale and T-trace to transform $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ into a discrete decomposition. A similar approach was used by Tichavský et al. in their paper [7]. First they use a Levenberg-Marquardt method (c.f. Appendix $D$ for a description of the method) to compute an accurate $F-\mathrm{PD}$ of $\mathbf{T}_{m p n}$, i.e. $\left\|\mathbf{T}_{m p n}-\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\right\|_{\mathrm{L}^{2}} \leq \epsilon$ for some very small $\epsilon$. Then they try to get a sparse decomposition by sequentially solving the following optimization problems:

$$
\left\{\begin{array}{ll}
\operatorname{minimize} & \left\|\left(\mathbf{I}_{p} \otimes \mathbf{P}^{-1}\right) \cdot \mathbf{A}\right\|_{\mathrm{L}^{1}}+\left\|\left(\mathbf{P}^{\top} \otimes \mathbf{I}_{n}\right) \cdot \mathbf{C}\right\|_{\mathrm{L}^{1}} \quad \text { with variable } \mathbf{P} \in \mathrm{GL}(m) \\
\operatorname{minimize} & \left\|\left(\mathbf{I}_{n} \otimes \mathbf{Q}^{-1}\right) \cdot \mathbf{B}\right\|_{\mathrm{L}^{1}}+\left\|\left(\mathbf{Q}^{\top} \otimes \mathbf{I}_{m}\right) \cdot \mathbf{A}\right\|_{\mathrm{L}^{1}} \text { with variable } \mathbf{Q} \in \operatorname{GL}(p) \\
\text { minimize } & \left\|\left(\mathbf{I}_{m} \otimes \mathbf{R}^{-1}\right) \cdot \mathbf{C}\right\|_{\mathrm{L}^{1}}+\left\|\left(\mathbf{R}^{\top} \otimes \mathbf{I}_{p}\right) \cdot \mathbf{B}\right\|_{\mathrm{L}^{1}} \text { with variable } \mathbf{R} \in \operatorname{GL}(n)
\end{array}\right\} .
$$

This sequence of optimizations is repeated until convergence is obtained.
We wonder whether we can go further and also obtain discrete values using only invtransformations. Beside the difficulty to implement an algorithm for doing this, we first wonder how worth it would be. Let us explain what we mean: the processes to compute $F$-PD's are generally iterative processes and need a initial guess $\llbracket \mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0} \rrbracket$. In general, the starting guesses are chosen randomly. Hence, if the process converges to an accurate decomposition $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ of $\mathbf{T}_{\text {mpn }}$, this decomposition will be one decomposition among all possible F-PD's of $\mathbf{T}_{m p n}$. Before starting to try to make $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ discrete with transformations T-scale and T-trace, we would like to know whether there are any chances for it to be discretizable. We give, in the following subsection, a necessary condition for $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ to be discretizable. If the condition is not satisfied, it is pointless to try to transform $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ into a discrete decomposition. In Sec. 5.2 , we will also try to answer the question "how often a decomposition $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ will satisfy the necessary condition if this decomposition is computed with the "Tichavský et al.'s LM-method" (abbreviation of the "Tichavský et al.s Levenberg-Marquardt method to compute F-PD's") and starting from a random initial iterate $\llbracket \mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0} \rrbracket$ ?".

### 5.1.2 Characteristic polynomials of a $F$-PD

In the following, when we use the "reshape operator", we will not specify the size of the reshaped matrix, i.e. "rshp ${ }_{[\cdot, \cdot]}(\cdot)$ " is abbreviated as "rshp $(\cdot)$ ", since the size of $\operatorname{rshp}(\cdot)$ will be clear from the situation.

Let $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ be a $F$-PD of some matrix multiplication tensor $\mathbf{T}_{m p n}$ and suppose it is (T-scale+T-trace)-equivalent to a discrete $F$-PD $\llbracket \mathbf{A}^{*}, \mathbf{B}^{*}, \mathbf{C}^{*} \rrbracket$. Denote $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{F}\right\}$, $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{F}\right\}$ and $\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{F}\right\}$ the columns of $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ respectively. Similarly, let $\left\{\mathbf{a}_{1}^{*}, \ldots, \mathbf{a}_{F}^{*}\right\},\left\{\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{F}^{*}\right\}$ and $\left\{\mathbf{c}_{1}^{*}, \ldots, \mathbf{c}_{F}^{*}\right\}$ denote the columns of $\mathbf{A}^{*}, \mathbf{B}^{*}$ and $\mathbf{C}^{*}$ respectively. Then, for all $r \in\{1, \ldots, F\}$, we have that

$$
\left\{\begin{array}{r}
\operatorname{rshp}\left(\mathbf{a}_{r}\right)=\mathbf{P}^{-1} \cdot \lambda_{r} \cdot \operatorname{rshp}\left(\mathbf{a}_{r}^{*}\right) \cdot \mathbf{Q} \\
\operatorname{rshp}\left(\mathbf{b}_{r}\right)=\mathbf{Q}^{-1} \cdot \mu_{r} \cdot \operatorname{rshp}\left(\mathbf{b}_{r}^{*}\right) \cdot \mathbf{R} \\
\operatorname{rshp}\left(\mathbf{c}_{r}\right)=\mathbf{R}^{-1} \cdot \nu_{r} \cdot \operatorname{rshp}\left(\mathbf{c}_{r}^{*}\right) \cdot \mathbf{P}
\end{array}\right\} .
$$

for some matrices $\mathbf{P} \in \mathrm{GL}(m), \mathbf{Q} \in \mathrm{GL}(p)$ and $\mathbf{R} \in \mathrm{GL}(n)$ and some scaling coefficients $\left\{\lambda_{1}, \ldots, \lambda_{F}\right\},\left\{\mu_{1}, \ldots, \mu_{F}\right\}$ and $\left\{\nu_{1}, \ldots, \nu_{F}\right\}$ satisfying $\lambda_{r} \mu_{r} \nu_{r}=1$ for all $r \in$ $\{1, \ldots, F\}$. Now define the $(m p, m p)$ matrices $\mathbf{M}_{r}:=\operatorname{rshp}\left(\mathbf{a}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}\right)$ and
$\mathbf{M}_{r}^{*}:=\operatorname{rshp}\left(\mathbf{a}_{r}^{*}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}^{*}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}^{*}\right)$ and observe that

$$
\left\{\begin{array}{c}
\operatorname{rshp}\left(\mathbf{a}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}\right) \\
= \\
{\left[\mathbf{P}^{-1} \cdot \lambda_{r} \cdot \operatorname{rshp}\left(\mathbf{a}_{r}^{*}\right) \cdot \mathbf{Q}\right] \cdot\left[\mathbf{Q}^{-1} \cdot \mu_{r} \cdot \operatorname{rshp}\left(\mathbf{b}_{r}^{*}\right) \cdot \mathbf{R}\right] \cdot\left[\mathbf{R}^{-1} \cdot \nu_{r} \cdot \operatorname{rshp}\left(\mathbf{c}_{r}^{*}\right) \cdot \mathbf{P}\right]} \\
= \\
\mathbf{P}^{-1} \cdot\left[\operatorname{rshp}\left(\mathbf{a}_{r}^{*}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}^{*}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}^{*}\right)\right] \cdot \mathbf{P}
\end{array}\right\} .
$$

Hence, this shows that, for each $r \in\{1, \ldots, F\}, \mathbf{M}_{r}$ and $\mathbf{M}_{r}^{*}$ are similar matrices and thus they must have the same characteristic polynomial. If $\mathbf{A}^{*}, \mathbf{B}^{*}, \mathbf{C}^{*}$ contain only entries belonging to $\{-1,0,+1\}$ for example, then charpoly $\left(\mathbf{M}_{r}^{*}\right)(t)$, the characteristic polynomial of $\mathbf{M}_{r}^{*}$, must contain only integer coefficients and thus so does charpoly $\left(\mathbf{M}_{r}\right)(t)$. Similar comments hold if the entries of $\mathbf{A}^{*}, \mathbf{B}^{*}, \mathbf{C}^{*}$ belong to other sets consisting of a small number of rational values. This must be treated case-by-case. Clearly, the more diverse are those values, the more difficult it becomes to say something about the characteristic polynomial of the $\mathbf{M}_{r}$ 's. But, in general, we only interest in sets like $\{-1,0,+1\}$ or $\{-1,-1 / 2,0,+1 / 2,+1\}$ for example, then there is a reduced number of possibilities for the coefficients of the charpoly $\left(\mathbf{M}_{r}\right)(t)$ 's.

Remark. In the developments above, we have used the ( $m p, m p$ ) matrices $\mathbf{M}_{r}:=\operatorname{rshp}\left(\mathbf{a}_{r}\right)$. $\operatorname{rshp}\left(\mathbf{b}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}\right)$. Would it be interesting to consider the ( $p n, p n$ ) matrices $\mathbf{M}_{r}^{\prime}:=$ $\operatorname{rshp}\left(\mathbf{b}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{a}_{r}\right)$ or the $(n m, n m)$ matrices $\mathbf{M}_{r}^{\prime \prime}:=\operatorname{rshp}\left(\mathbf{c}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{a}_{r}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}\right)$ as well? In fact, this would not bring extra information for the simple reason that $\mathbf{M}_{r}$, $\mathbf{M}_{r}^{\prime}$ and $\mathbf{M}_{r}^{\prime \prime}$ have more or less the same characteristic polynomial. This comes from the following property of the characteristic polynomial: if $\mathbf{X} \in \mathbb{R}^{I \times J}$ and $\mathbf{Y} \in \mathbb{R}^{J \times I}$, then

$$
t^{J} \cdot \text { charpoly }(\mathbf{X Y})(t)=t^{I} \cdot \text { charpoly }(\mathbf{Y X})(t) .
$$

The interested reader can find a proof in [14].

### 5.2 Distribution of discretizable decompositions

We would like to have an idea of the probability for a "randomly computed" decomposition $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of $\mathbf{T}_{m p n}$ to be discretizable. By "randomly computed", we mean that: we first define initial guesses $\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0}$ with entries chosen randomly uniform between -1 and +1 . Then we compute $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ with Tichavský et al.'s LM-method.

In the first subsection, we describe a procedure to compute statistics about the characteristic polynomials of "randomly computed" F-PD's. Those will help us to analyze the distribution of discretizable solutions. Before comparing the characteristic polynomials of two different $F$-PD's, we want to get rid of the (T-perm)-equivalence that might exist between the two decompositions. We explain in the second subsection how we computationally get rid of the permutation invariance without trying every permutations, which would be too expensive. In the last subsection, we present the results and we will draw
the following conclusions: for the cases $(1,2,1),(2,1,2),(2,2,2)$ and $(3,2,3), 100 \%$ of the decompositions satisfy the necessary condition to be discretizable. For the $(2,3,2)$ case and the $(3,3,3)$ case, this percentage drops to respectively $56 \%$ and $79 \%$ of the decompositions that are eligible to be discretizable.

### 5.2.1 Statistics on the characteristic polynomials

In order to have an idea of the distribution of discretizable solutions, we make the following procedure: define random starting guesses $\mathbf{A}_{\kappa^{\prime}}^{\text {init }}, \mathbf{B}_{\kappa^{\prime}}^{\text {init }}, \mathbf{C}_{\kappa^{\prime}}^{\text {init }}$ for $\kappa^{\prime} \in\{1,2,3, \ldots\}$ and apply Tichavský et al.'s LM-method. The method converge to the matrices $\mathbf{A}_{\kappa^{\prime}}, \mathbf{B}_{\kappa^{\prime}}, \mathbf{C}_{\kappa^{\prime}}$ for $\kappa^{\prime} \in\{1,2,3, \ldots\}$. Sometimes the method does not converge to an exact $F$-PD. In this case, the solution is rejected. At the end, we keep 100 exact $F$-PD's of $\mathbf{T}_{m p n}$ :

$$
\begin{equation*}
\left\{\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket \text { are } F \text {-PD's of } \mathbf{T}_{m p n} \mid \kappa \in\{1, \ldots, 100\}\right\} . \tag{5.1}
\end{equation*}
$$

Remark. At this point, the reader might wonder the two following questions: "why we are interested in "randomly computed" decompositions instead of truly random decompositions?" and "why we use the Tichavský et al.'s LM-method to compute the F-PD's instead of another method?". The answer to the first question lies in the fact that, if we want to speak about a "random decomposition", then we first have to define a probability measure on the set of all decompositions of a given tensor. We could define such a probability measure but, since none of them seems very natural, we do not have a real interest to do this. The only probability measure that seems natural for our purposes (computing discrete solutions with the two-steps approach), is the probability measure inherent to the "random computation" of F-PD's with the Tichavský et al.'s LM-method or any other method. This leads us to the second question: here the answer is still more subjective. The fact is that we think that Tichavský et al.'s LM-method is very powerful for computing accurate decompositions. Hence, for the implementation the two-steps approach (c.f. the remark at the end of this section explaining why we do not present an implementation of the two-steps approach), we would most likely use the Tichavský et al.'s LM-method for the first step (the step during which we want to obtain an accurate decomposition).

For each $\kappa \in\{1, \ldots, 100\}$, the columns of $\mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}$ and $\mathbf{C}_{\kappa}$ are respectively denoted by $\left\{\mathbf{a}_{1}^{\kappa}, \ldots, \mathbf{a}_{F}^{\kappa}\right\},\left\{\mathbf{b}_{1}^{\kappa}, \ldots, \mathbf{b}_{F}^{\kappa}\right\}$ and $\left\{\mathbf{c}_{1}^{\kappa}, \ldots, \mathbf{c}_{F}^{\kappa}\right\}$. Then, for each $\kappa \in\{1, \ldots, 100\}$ and for each $r \in\{1, \ldots, F\}$, we define the characteristic polynomial

$$
p_{r}^{\kappa}(t):=\operatorname{charpoly}\left[\operatorname{rshp}\left(\mathbf{a}_{r}^{\kappa}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}^{\kappa}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}^{\kappa}\right)\right](t)
$$

For each $\kappa \in\{1, \ldots, 100\}$, we consider the array of characteristic polynomials

$$
\mathcal{P}^{\kappa}:=\left[p_{1}^{\kappa}(t), p_{2}^{\kappa}(t), \ldots, p_{F}^{\kappa}(t)\right]
$$

associated to the decomposition $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$. We compute how many different $\mathcal{P}^{\kappa}$ 's occur when $\kappa$ varies in $\{1, \ldots, 100\}$. Note that a transformation T-perm of the factor matrices
$\mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa}$ would result in a permutation of the polynomials of $\mathcal{P}^{\kappa}$. We get rid of this equivalence by considering that two arrays $\mathcal{P}^{\kappa_{1}}$ and $\mathcal{P}^{\kappa_{2}}$ are different if and only if they are different for every permutation of their polynomials. We explain how we computationally achieve this in the next subsection.

Evidently, all our computations are done in floating-point arithmetic. Hence, we need to specify "within what tolerance, is a decomposition considered as exact?" and also "within what tolerance, do we consider two arrays $\mathcal{P}^{\kappa_{1}}$ and $\mathcal{P}^{\kappa_{2}}$ as identical?". In our computations, we consider a decomposition as an exact $F$-PD of $\mathbf{T}_{m p n}$ if the $\mathrm{L}^{\infty}$-norm of the difference is smaller than $10^{-8}$, i.e. for all $\kappa \in\{1, \ldots, 100\}$ :

$$
\left\|\mathbf{T}_{m p n}-\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket\right\|_{\mathrm{L}^{\infty}} \leq 10^{-8}
$$

For each $\kappa \in\{1, \ldots, 100\}$ and each $r \in\{1, \ldots, F\}$, let $\left\{\alpha_{r, 0}^{\kappa}, \ldots, \alpha_{r, m}^{\kappa}\right\}$ be the coefficients of the polynomial $p_{r}^{\kappa}(t)$. Then, we define the distance between two of those polynomials, let's say $p_{r_{1}}^{\kappa_{1}}(t)$ and $p_{r_{2}}^{\kappa_{2}}(t)$, as follows:

$$
\operatorname{dist}\left(p_{r_{1}}^{\kappa_{1}}(t), p_{r_{2}}^{\kappa_{2}}(t)\right):=\max \left\{\left|\alpha_{r_{1}, q}^{\kappa_{1}}-\alpha_{r_{2}, q}^{\kappa_{2}}\right| \mid 0 \leq q \leq m\right\}
$$

The distance between two ordered arrays of polynomials is defined as

$$
\operatorname{dist}\left(\mathcal{P}^{\kappa_{1}}, \mathcal{P}^{\kappa_{2}}\right):=\max \left\{\operatorname{dist}\left(p_{r}^{\kappa_{1}}(t), p_{r}^{\kappa_{2}}(t)\right) \mid 1 \leq r \leq F\right\}
$$

Let tol $>0$ be our parameter for the comparison of the $\mathcal{P}^{\kappa}$ 's. We consider that two arrays $\mathcal{P}^{\kappa_{1}}$ and $\mathcal{P}^{\kappa_{2}}$ are identical if and only if there exists a permutation of the $p_{r}^{\kappa_{2}}(t)$ 's such that the "permuted" $\mathcal{P}^{\kappa_{2}}$ provides $\operatorname{dist}\left(\mathcal{P}^{\kappa_{1}}, \mathcal{P}^{\kappa_{2}}\right) \leq$ tol. Based on this "being identical" criterion between the arrays of polynomials, the $100 \mathcal{P}^{\kappa}$ 's will be partitioned into a certain number of classes as follows: the arrays $\mathcal{P}^{\kappa}$ are the nodes of some graph $\mathcal{G}$ and there is an edge between two nodes $\mathcal{P}^{\kappa_{1}}$ and $\mathcal{P}^{\kappa_{2}}$ if and only if they are identical within tol. Then the classes correspond to the connected components of $\mathcal{G}$, i.e. $\mathcal{P}^{\kappa_{1}}$ and $\mathcal{P}^{\kappa_{2}}$ are in the same class if and only if there exists a sequence of arrays $\mathcal{P}^{\kappa_{s}}$ starting at $\mathcal{P}^{\kappa_{1}}$ and ending $\mathcal{P}^{\kappa_{2}}$ and such that each array is identical (within tol) to the next one.

The results of our experiments are gathered in Table 5.1. The first column indicates which multiplication tensor we consider and the number of rank-at-most- 1 terms in the polyadic decomposition. The second column contains two sub-columns. The first one specifies which parameter we used for the Tichavský et al.'s LM-method (c.f. Appendix D for a description of the method). Note that, if we are not interested in the Tichavsky et al.'s LM-method, this sub-column is not very relevant. Yet we prefer to clarify which parameter we used since this might have an impact on the distribution of the "randomly computed" decompositions $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$. The same comment holds for the third column. This column indicates the number of tries $\mathbf{A}_{\kappa^{\prime}}, \mathbf{B}_{\kappa^{\prime}}, \mathbf{C}_{\kappa^{\prime}}$ that where needed to compute 100 exact decompositions. Hence, this column just gives an idea of the global convergence of the Tichavský et al.'s LM-method for the different cases. The second sub-column of the


Table 5.1 - Distributions of the characteristic polynomials.
second column indicates which tolerance tol we used for deciding whether two arrays of polynomials are considered as equal or not.

Remark. Note that the larger is the tolerance tol, the more edges there will be in $\mathcal{G}$ and thus the less number of different classes of arrays of polynomials there will be. Hence, in Table 5.1, we have used two kinds of tol: (a) we used small tol's $\left(10^{-9}\right)$ when the arrays $\mathcal{P}^{\kappa}$ can be grouped in a small number of classes. The small value of tol proves that those classes are effectively very narrow; (b) we used larger values $\left(10^{-2}\right)$ for tol when there are many classes of $\mathcal{P}^{\kappa}$ 's. With those high tol's, we see that, even if characteristic polynomials having a "large" distance between them to are considered as identical, then we still have many different classes of $\mathcal{P}^{\kappa}$ 's.

### 5.2.2 Implementation $\rightarrow$ getting rid of T-perm

We explain how we check whether two arrays $\mathcal{P}^{\kappa_{1}}$ and $\mathcal{P}^{\kappa_{2}}$ are identical within the tolerance tol without trying every permutation of the $p_{r}^{\kappa}(t)$ 's. Define the following $(F, F)$ matrix which computes pair-wise the polynomial distance:

$$
\mathbf{G}\left(r_{1}, r_{2}\right):=\operatorname{dist}\left(p_{r_{1}}^{\kappa_{1}}(t), p_{r_{2}}^{\kappa_{2}}(t)\right)
$$

for each $r_{1}, r_{2} \in\{1, \ldots, F\}$. Consider the bipartite graph $\mathcal{G}$ consisting of two distinct sets of nodes $\mathcal{U}^{1}:=\left\{u_{1}^{1}, \ldots, u_{F}^{1}\right\}$ and $\mathcal{U}^{2}:=\left\{u_{1}^{2}, \ldots, u_{F}^{2}\right\}$ and where the weight of each edge between a node $u_{r_{1}}^{1} \in \mathcal{U}^{1}$ and a node $u_{r_{2}}^{2} \in \mathcal{U}^{2}$ is given by $\mathbf{G}\left(r_{1}, r_{2}\right)$. A perfect matching in $\mathcal{G}$ is a subset $\mathcal{M}$ of the edges of $\mathcal{G}$ such that each node is incident to one and only one edge of $\mathcal{M}$. The "max-cost" of the matching is the maximal weight of the edges in $\mathcal{M}$.

Finding a permutation of the polynomials in $\mathcal{P}^{\kappa_{2}}$ that minimizes the distance between $\mathcal{P}^{\kappa_{1}}$ and the permuted $\mathcal{P}^{\kappa_{2}}$ can be rephrased as a problem of finding a perfect matching $\mathcal{M}$ in $\mathcal{G}$ such that the "max-cost" of $\mathcal{M}$ is minimal. This problem is also called the "Linear

Bottleneck Assignment Problem". We solve the "Linear Bottleneck Assignment Problem" with the method proposed in [15]. The method consists of applying several times the "Hungarian Algorithm" on the graph $\mathcal{G}^{\prime}$ defined as the graph $\mathcal{G}$ where only the edges with the smallest weights are conserved (the other edges get a infinite weight). A comprehensive description of the "Hungarian Algorithm" can be found in [16] and, for the implementation, we relied on [17].

### 5.2.3 Case-by-case analysis and conclusions

We will analyze in more details each case presented in Table 5.1. For each case, let $D$ be the number of classes of $\mathcal{P} \kappa$ 's, i.e. the number of connected components in the associated graph, we have obtained. Those classes are denoted by $\mathcal{C}_{\eta}$ where the index $\eta$ varies in $\{1, \ldots, D\}$. For certain classes, we would like to exhibit a $\mathcal{P}_{*}^{\eta}$ that will be "representative" for this class. Clearly, being "representative" is not well-defined but we will see, in the case-by-case analysis below, that the most populated classes (c.f. Table 5.1) contain $\mathcal{P}^{\kappa}$ 's for which the polynomials $p_{r}^{\kappa}(t)$ have integer coefficients. Hence, in this case, it is not difficult to point out what is a "representative" array $\mathcal{P}_{*}^{\eta}$ for the class. Moreover, to show that this $\mathcal{P}_{*}^{\eta}$ is indeed "representative" for $\mathfrak{C}_{\eta}$, we also provide the maximal deviation of the class from this "representative" array, i.e. the maximal distance between $\mathcal{P}_{*}^{\eta}$ and an array $\mathcal{P}^{\kappa}$ of $\mathcal{C}_{\eta}$.

First, let us consider the $\langle 1,2,1\rangle$ case with $F=2$. As indicated in Table 5.1, all the polynomial arrays $\mathcal{P}^{\kappa}$ are in the same class. Hence, we just have to consider $\mathcal{C}_{1}$. Since tol is very small, this class is very narrow, in the sense that all the $\mathcal{P}^{\kappa}$ 's are identical to each other within a tolerance of $100 \cdot$ tol (since the longest path between two nodes has a length of at most 100). Concretely, this gives the following results:

| $\mathcal{C}_{\eta}$ | polynomials $p_{r}(t)$ appearing in <br> some $\mathcal{P}_{*}^{\eta}$ "representative" for $\mathfrak{C}_{\eta}$ | number of <br> $\mathcal{P}^{\kappa}$ 's in $\mathfrak{C}_{\eta}$ | maximal distance <br> between $\mathcal{P}_{*}^{\eta}$ and <br> any $\mathcal{P}^{\kappa}$ of $\mathfrak{C}_{\eta}$ |
| :---: | :---: | :---: | :---: |
| $\mathfrak{C}_{1}$ | $t-1 \quad(\times 02)$ | 100 | $0.000 \mathrm{e}+00$ |

We observe that the $p_{r}^{\kappa}(t)$ 's contain integer coefficients. Hence, this suggests (do not forget that the criterion is a necessary condition and not a sufficient condition) that, if we "randomly compute" a decomposition $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ with the Tichavský et al.'s LM-method, then this decomposition will be discretizable with probability one. In fact, we will see in Sec. 6.2 that there is only a unique algorithm (up to inv-equivalence) for computing $\langle 1,2,1\rangle$ and this algorithm uses factor matrices with values only in $\{-1,0,+1\}$. Hence, for this case, we are sure that every decomposition is discretizable. This is also a way to check that our procedure gives exploitable results.

We do the same steps for the $\langle 2,1,2\rangle$ case and $F=4$. Again, there is only one class of $\mathcal{P}^{\kappa}$ 's and we give a "representative" $\mathcal{P}_{*}^{1}$ for this class. The polynomials appearing in $\mathcal{P}_{*}^{1}$
are listed below:

| $\mathfrak{C}_{\eta}$ | polynomials $p_{r}(t)$ appearing in <br> some $\mathcal{P}_{*}^{\eta}$ "representative" for $\mathcal{C}_{\eta}$ | number of <br> $\mathcal{P}^{\kappa}$ 's in $\mathcal{C}_{\eta}$ | maximal distance <br> between $\mathcal{P}_{*}^{\eta}$ and <br> any $\mathcal{P}^{\kappa}$ of $\mathfrak{C}_{\eta}$ |
| :---: | :---: | :---: | :---: |
| $\mathfrak{C}_{1}$ | $t^{2}-t \quad(\times 04)$ | 100 | $1.699 \mathrm{e}-13$ |

This is more interesting since, as we will see in Sec. 6.2, there are more than one algorithm for computing $\langle 2,1,2\rangle$. Nevertheless, the results above suggest that all "randomly computed" decompositions have the same characteristic polynomials with probability one. Moreover, those polynomials have integer coefficients so that we may suppose that the decompositions are discretizable with probability one as well.

For $\langle 2,2,2\rangle$ with $F=7$, there is again only one class of $\mathcal{P}^{k}$ 's and they contain the following polynomials (up to the maximal deviation of the class):

| $\mathfrak{C}_{\eta}$ | polynomials $p_{r}(t)$ appearing in <br> some $\mathcal{P}_{*}^{\eta}$ "representative" for $\mathcal{C}_{\eta}$ | number of <br> $\mathcal{P}^{\kappa}$ 's in $\mathcal{C}_{\eta}$ | maximal distance <br> between $\mathcal{P}_{*}^{\eta}$ and <br> any $\mathcal{P}^{\kappa}$ of $\mathcal{C}_{\eta}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{C}_{1}$ | $t^{2}-2 t+1$ <br> $t^{2}-t$ | $(\times 01)$ <br> $(\times 06)$ | 100 | $1.202 \mathrm{e}-10$ |

The same comment holds as for the $\langle 1,2,1\rangle$ case: we will see in Sec. 6.2 that every 7-PD of $\mathbf{T}_{222}$ is unique up to inv-transformations. Considering the decomposition (3.1), we observe that this decomposition is discrete so that every decomposition is discretizable.

The case of $\langle 3,2,3\rangle$ with $F=15$ is more interesting. Indeed, we observe that there are two and only two classes of $\mathcal{P}^{\kappa}$, s. The first class is the most populated. Let $\mathcal{P}_{*}^{1}$ be a "representative" array for the first class and let $\mathcal{P}_{*}^{2}$ be a "representative" array for the second class. The polynomials appearing in $\mathcal{P}_{*}^{1}$ and $\mathcal{P}_{*}^{2}$ as well as the maximal deviation
of each class from its "representative" are listed below:

| $\mathcal{C}_{\eta}$ | polynomials $p_{r}(t)$ appearing in <br> some $\mathcal{P}_{*}^{\eta}$ "representative" for $\mathcal{C}_{\eta}$ | number of <br> $\mathcal{P}^{\kappa}$ s in $\mathcal{C}_{\eta}$ | maximal distance <br> between $\mathcal{P}_{*}^{\eta}$ and <br> any $\mathcal{P}^{\kappa}$ of $\mathcal{C}_{\eta}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{C}_{1}$ | $t^{3}-2 t+t$ | $(\times 03)$ |  |
| $t^{3}-t^{2}$ | $(\times 12)$ | 094 | $1.292 \mathrm{e}-11$ |

Now let us consider the $\langle 2,3,2\rangle$ case with $F=11$ and also the $\langle 3,3,3\rangle$ case with $F=23$. We can make more or less the same comment for those two cases: there are many different classes of $\mathcal{P}^{\kappa}$ 's even though we have used a larger value of tol $\left(10^{-2}\right)$ for considering two $\mathcal{P}^{\kappa}$ 's as belonging to the same class:

| Multiplication and num- <br> ber of terms in the $F$-PD | Number of dif- <br> ferent classes |  |
| :---: | :---: | :---: |
| $\langle 2,3,2\rangle$ | $F=11$ | 44 |
| $\langle 3,3,3\rangle$ | $F=23$ | 21 |

Nevertheless, for those two cases, the most populated class, let's say $\mathcal{C}_{1}$, still contains a "representative" $\mathcal{P}_{*}^{1}$ for which the polynomials have integer coefficients only. More precisely, we have for $\langle 2,3,2\rangle$ and $F=11$, the following $p_{r}(t)$ 's in $\mathcal{P}_{*}^{1}$ :

| $\mathcal{C}_{\eta}$ | polynomials $p_{r}(t)$ appearing in <br> some $\mathcal{P}_{*}^{\eta}$ "representative" for $\mathcal{C}_{\eta}$ | number of <br> $\mathcal{P}^{\kappa}$ s in $\mathcal{C}_{\eta}$ | maximal distance <br> between $\mathcal{P}_{*}^{\eta}$ and <br> any $\mathcal{P}^{\kappa}$ of $\mathcal{C}_{\eta}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{C}_{1}$ | $t^{2}-2 t+1$ | $(\times 01)$ |  |
| $t^{2}-t$ | $(\times 10)$ | 056 | $9.011 \mathrm{e}-03$ |

Finally, the case of $\langle 3,3,3\rangle$ with $F=23$ provides

| $\mathfrak{C}_{\eta}$ | polynomials $p_{r}(t)$ appearing in <br> some $\mathcal{P}_{*}^{\eta}$ "representative" for $\mathcal{C}_{\eta}$ | number of <br> $\mathcal{P}^{\kappa}$ 's in $\mathcal{C}_{\eta}$ | maximal distance <br> between $\mathcal{P}_{*}^{\eta}$ and <br> any $\mathcal{P}^{\kappa}$ of $\mathcal{C}_{\eta}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{C}_{1}$ | $t^{3}-2 t+t$ <br> $t^{3}-t^{2}$ | $(\times 04)$ <br> $(\times 19)$ | 079 | $1.395 e-02$ |

Clearly, the maximal deviation of the $\mathfrak{C}_{1}$ 's from their "representative" $\mathcal{P}_{*}^{1}$ is larger than in the previous cases. This comes from the fact that we have used a larger tol for considering two $\mathcal{P}^{\kappa}$ 's as identical.

It is difficult to draw further conclusions. Let us just mention that, for the cases when there are many different classes of $\mathcal{P}^{\kappa}$ 's, i.e. the two last considered cases, the arrays $\mathcal{P}^{\kappa}$ that are not in the most populated class, i.e. the arrays we have not described just above, contains very diverse values that are clearly not integers or something close to coefficients that might emerge if we consider factor matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ with entries in $\{-1,-1 / 2,0,+1 / 2,+1\}$ for example. Hence, we suppose that those decompositions are not discretizable.

Remark. We have seen that, for the $(1,2,1),(2,1,2),(2,2,2)$ and $(3,2,3)$ cases, the decompositions seem to satisfy the necessary condition to be discretizable with probability one. Hence, a natural question arises: why did we not implement the two-steps approach (for computing SD-sol's), at least for those four cases? The answer is that we tried to implement such an algorithm. For the first step, we used the Tichavský et al.'s LM-method and thus we had to find a way to implement the second step: play on the variables $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ and $\left\{\lambda_{1}, \ldots, \lambda_{F}\right\},\left\{\mu_{1}, \ldots, \mu_{F}\right\}$ and $\left\{\nu_{1}, \ldots, \nu_{F}\right\}$ to transform the $F$-PD into a sparse discrete decomposition. None of the algorithms we tried gave good enough results so that we chose to not present them in this report.

Hence, we might also wonder why we have kept and presented this chapter since the motivation to compute the characteristic polynomials of the F-PD's was to know whether we should or not implement the two-steps approach. In fact, we think that the results are still interesting: for each of the considered cases, the vast majority of the decompositions has the same characteristic polynomials. We believe that those results might be interesting for further research.

## Chapter 6

## Analysis of the inv-equivalence classes of decompositions

### 6.1 Computing the inv-transformations joining two $F$-PD's

In this section, we first introduce a novel concept: the $\oplus$-rank of a matrix. In Sec. 6.2, we will see that the factor matrices of "randomly computed" $F$-PD's for tensors larger or with the same size as $\mathbf{T}_{222}$ seem to have a $\oplus$-rank of 1 with probability one. Before that, in the current section, we present an algorithm for deciding whether two such $F$-PD's (hence, for which the factor matrices have a $\oplus$-rank of 1) $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are inv-equivalent. The algorithm provides the inv-transformations joining the two $F$-PD's or conclude that they are not inv-equivalent.

### 6.1.1 Preliminaries $\rightarrow$ the $\oplus$-rank of a matrix

Let $\mathbf{A}$ be a $(m, n)$ matrix. Let $\left\{\mathcal{U}_{1}, \ldots, \mathcal{U}_{S}\right\}$ be a family of linearly independent nontrivial sub-spaces of $\mathbb{R}^{m}$, i.e. the $\mathcal{U}_{s}$ 's are different from $\{0\}$ and $\mathcal{U}_{s_{1}} \cap \mathcal{U}_{s_{2}}=\{0\}$ whenever $s_{1} \neq s_{2}$. If each column of $\mathbf{A}$ belongs to one of the $\mathcal{U}_{s}$ 's (in fact, excepting the case where the column contains only zeros, it may belong to at most one of the $\chi_{s}$ 's since they are linearly independent), then we say that $\left\{\mathcal{U}_{1}, \ldots, \mathcal{U}_{S}\right\}$ is a covering of $\mathbf{A}$. The maximal integer $S^{*}$ such that there exists a covering of $\mathbf{A}$ with $S^{*}$ linearly independent non-trivial sub-spaces is called the $\oplus$-rank of a $\mathbf{A}$ and is $\operatorname{denoted}^{\operatorname{rank}_{\oplus}}(\mathbf{A})=S^{*}$ (the choice of the symbol " $\oplus$ " comes from the fact that, if $\left\{\mathcal{U}_{1}, \ldots, \mathcal{U}_{S}\right\}$ is a "maximal" covering, then $\left.\mathcal{U}_{1} \oplus \cdots \oplus \mathcal{U}_{S}=\mathbb{R}^{m}\right)$.

Let $\mathcal{U}_{1}:=$ colspan $(\mathbf{A})$ and suppose that the rank of $\mathbf{A}$ is $r$. Then it is easy to build a covering $\left\{\mathfrak{U}_{1}, \hat{U}_{1}, \ldots, \hat{U}_{m-r}\right\}$ where the $\hat{\mathcal{U}}_{s}$ 's have dimension one. Hence, we can conclude that $\operatorname{rank}(\mathbf{A})+\operatorname{rank}_{\oplus}(\mathbf{A}) \geq m+1$.

Suppose that A has full row-rank, i.e. $\operatorname{rank}(\mathbf{A})=m$. We give a characterization of the $\oplus$-rank of $\mathbf{A}$ in terms of the connected components of a graph. Denote by $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ the columns of $\mathbf{A}$. Without loss of generality, we may assume that the $m$ first columns of $\mathbf{A}$ span $\mathbb{R}^{m}$. Those columns will be the nodes of our graph. Let $\mathbf{A}^{\prime}:=\mathbf{A}(:, 1: m)$ and $\mathbf{A}^{\prime \prime}:=\mathbf{A}(:, m+1: n)$, the columns of $\mathbf{A}^{\prime \prime}$ will be used to define the edges of the graph. For each column $\mathbf{a}_{j^{\prime \prime}}$ of $\mathbf{A}^{\prime \prime}$, compute its coordinates $\mathbf{q}_{j^{\prime \prime}}:=\left(q_{1}^{j^{\prime \prime}}, \ldots, q_{m}^{j^{\prime \prime}}\right)^{\top}$ in terms of the $m$ first columns of $\mathbf{A}^{\prime}$, i.e. $\mathbf{q}_{j^{\prime \prime}}=\left[\mathbf{A}^{\prime}\right]^{-1} \mathbf{a}_{j^{\prime \prime}}$. For each $j_{1}^{\prime}, j_{2}^{\prime} \in\{1, \ldots, m\}$, draw an edge between the nodes $j_{1}^{\prime}$ and $j_{2}^{\prime}$ if and only if there is a column $\mathbf{a}_{j^{\prime \prime}}$ of $\mathbf{A}^{\prime \prime}$ such that its


Figure 6.1 - Example of matrix $\mathbf{A}$ and the associated graph $\mathcal{G}$.
coordinates vector has a non-zero component in both $\mathbf{A}\left(:, j_{1}^{\prime}\right)$ and $\mathbf{A}\left(:, j_{2}^{\prime}\right)$, i.e. if and only if there exists a $j^{\prime \prime} \in\{m+1, \ldots, n\}$ such that both $q_{j_{1}^{\prime}}^{j^{\prime \prime}}$ and $q_{j_{2}^{\prime}}^{j^{\prime \prime}}$ are non-zero. Clearly, there might be multiple edges and also loops. Moreover, each edge receives a "label": this "label" is simply $j^{\prime \prime}$, the index of the column of $\mathbf{A}^{\prime \prime}$ that led to this edge. We denote this graph by $\mathcal{G}$. An example is represented on Fig. 6.1. This construction allows us to state the following lemma:

Lemma 6.1. Let $\mathbf{A}$ and $\mathcal{G}$ be defined as explained above. Then the $\oplus-r a n k$ of $\mathbf{A}$ is equal to the number of connected components of $\mathcal{G}$.

Proof. Let $\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{T}\right\}$ be the connected components of $\mathcal{G}$. Now, for each $t \in\{1, \ldots, T\}$, let $I_{t}$ be the set of all column indices involved in the nodes of $\mathcal{G}_{t}$. For example, considering the graph in Fig. 6.1, we would have $I_{1}=\{1,2\}$ and $I_{2}=\{3\}$. For each $t \in\{1, \ldots, T\}$, define the sub-space $\mathcal{U}_{t}$ as the sub-space spanned by the columns of $\mathbf{A}$ with their index in $I_{t}$, i.e. $\mathcal{U}_{t}:=$ colspan $\left[\mathbf{A}\left(:, I_{t}\right)\right]$. By hypothesis on $\mathbf{A}^{\prime}$, i.e. $\mathbf{A}^{\prime}$ has full rank, the sub-spaces $\mathcal{U}_{t}$ are linearly independent. We have to show that each column of $\mathbf{A}^{\prime \prime}$ belongs to at least one of the $\mathcal{U}_{t}$ 's.

Let $j^{\prime \prime} \in\{m+1, \ldots, n\}$, we show that the "label" $j^{\prime \prime}$ appears in the edges of at most one component $\mathcal{G}_{t}$. Indeed, if $j^{\prime \prime}$ appears in $\mathcal{G}_{t_{1}}$ and $\mathcal{G}_{t_{2}}$, then $\mathbf{a}_{j^{\prime \prime}}$ has a non-zero component in at least one node $j_{1}^{\prime}$ of $\mathcal{G}_{t_{1}}$ and one node $j_{2}^{\prime}$ of $\mathcal{G}_{t_{2}}$. Hence, there must be an edge between $j_{1}^{\prime}$ and $j_{2}^{\prime}$ and thus $\mathcal{G}_{t_{1}}$ and $\mathcal{G}_{t_{2}}$ are not distinct components. Hence, $j^{\prime \prime}$ appears in at most one $\mathcal{G}_{t}$ and thus, by hypothesis on $\mathbf{A}^{\prime}$ spanning $\mathbb{R}^{m}$, we have $\mathbf{a}_{j^{\prime \prime}} \in \mathcal{U}_{t}$. Hence, we have shown that $\left\{\mathcal{U}_{1}, \ldots, \mathcal{U}_{T}\right\}$ is a covering of $\mathbb{R}^{m}$ and thus $\operatorname{rank}_{\oplus}(\mathbf{A}) \geq T$.

Reversely, let $S:=\operatorname{rank}_{\oplus}(\mathbf{A})$ and let $\left\{\mathcal{U}_{1}, \ldots, \mathcal{U}_{S}\right\}$ be a covering of $\mathbb{R}^{m}$. For each $s \in\{1, \ldots, S\}$, let $J_{s}$ be the set of the indices of the columns of $\mathbf{A}^{\prime}$ belonging to $\mathcal{U}_{s}$, i.e. $j^{\prime} \in J_{s}$ if and only if $\mathbf{a}_{j^{\prime}} \in \mathcal{U}_{s}$ and $j^{\prime} \in\{1, \ldots, m\}$. Since $\mathbf{A}^{\prime}$ has full rank, it is clear that $\mathcal{U}_{s}=$ colspan $\left[\mathbf{A}\left(:, J_{s}\right)\right]$. If there is an edge with "label" $j^{\prime \prime}$ between two nodes $j_{1}^{\prime} \in I_{s_{1}}$
and $j_{2}^{\prime} \in I_{s_{2}}$, then $\mathbf{a}_{j^{\prime \prime}}$ has non-zero components in $\mathbf{a}_{j_{1}^{\prime}}$ and in $\mathbf{a}_{j_{2}^{\prime}}$ and thus it belongs to the sub-spaces $\mathcal{U}_{s_{1}}$ and $\mathcal{U}_{s_{2}}$. But we know that the $\mathcal{U}_{s}$ 's are linearly independent. Hence, we must have that $s_{1}$ and $s_{2}$ are equal. We conclude that there are at least $S$ components in $\mathcal{G}$ and thus $T \geq \operatorname{rank}_{\oplus}(\mathbf{A})$.

We give a method to compute efficiently the $\oplus$-rank of a given matrix. Therefore, let A be a $(m, n)$ matrix and consider the following linear problem:

| solve system |  |
| :---: | :---: |
|  | $\mathbf{M} \cdot \mathbf{A}=\mathbf{A} \cdot \operatorname{diag}\left(\xi_{1}, \ldots, \xi_{n}\right)$ |
|  | with variables |
|  | $\mathbf{M} \in \mathbb{R}^{m \times m} \quad, \quad \Xi:=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$ |

Clearly the system is homogeneous; hence, the trivial solution will always be valid. Let us denote by $\mathcal{S}$ the sub-space of matrices $\mathbf{M}$ and vectors $\Xi$ that satisfy (6.1). We are now able to introduce a useful lemma:

Lemma 6.2. Let A have full row-rank and no zero columns and let $\mathcal{S}$ be defined as above. Then the $\oplus-r a n k$ of $\mathbf{A}$ is equal to the dimension of $\mathcal{S}$.

Proof. First note that, if $\mathbf{A}$ has full row-rank, then $n$ is larger or equal to $m$. Let $\mathbf{A}^{\prime}$ and $\mathbf{A}^{\prime \prime}$ be defined as previously. Without loss of generality, we may again assume that $\mathbf{A}^{\prime}$ has full rank. Let $\left(\xi_{1}, \ldots, \xi_{m}\right)$ be fixed. Then we must have

$$
\mathbf{M}=\mathbf{A}^{\prime} \cdot \operatorname{diag}\left(\xi_{1}, \ldots, \xi_{m}\right) \cdot\left[\mathbf{A}^{\prime}\right]^{-1}
$$

Hence, $\mathbf{M}$ is completely determined by $\left(\xi_{1}, \ldots, \xi_{m}\right)$. Reversely, if $\mathbf{M}$ is known, then every $\left\{\xi_{1}, \ldots, \xi_{n}\right\}$ are also determined since $\mathbf{A}$ has no zero columns. Hence, we only have to check the number of "degrees of freedom" in $\left(\xi_{1}, \ldots, \xi_{m}\right)$ to compute the dimension of $\mathcal{S}$.

Let $\mathcal{G}$ be the graph associated to A. Suppose that $j_{1}^{\prime}$ and $j_{2}^{\prime}$ are two nodes that are adjacent to each other with an edge $j^{\prime \prime}$. Then, we have

$$
\mathbf{M} \cdot \mathbf{a}_{j^{\prime \prime}}=\left[\mathbf{A}^{\prime} \cdot \operatorname{diag}\left(\xi_{1}, \ldots, \xi_{m}\right) \cdot\left[\mathbf{A}^{\prime}\right]^{-1}\right] \cdot \mathbf{a}_{j^{\prime \prime}}=\sum_{j^{\prime}=1}^{m} \mathbf{a}_{j^{\prime}} \xi_{j^{\prime}} q_{j^{\prime}}^{j^{\prime \prime}}=\mathbf{a}_{j^{\prime \prime}} \xi_{j^{\prime \prime}}
$$

Since the $\mathbf{a}_{j^{\prime}}$ 's are linearly independent and since $q_{j_{1}^{\prime \prime}}^{j^{\prime \prime}}$ and $q_{j_{2}^{\prime}}^{j^{\prime \prime}}$ are non-zero, then the only solution provides that $\xi_{j_{1}^{\prime}}$ and $\xi_{j_{2}^{\prime}}$ are equal to $\xi_{j^{\prime \prime}}$. Hence, we conclude that, if two nodes $j_{1}^{\prime}, j_{2}^{\prime} \in\{1, \ldots, m\}$ belong to the same component $\mathcal{G}_{t}$, then the two variables $\xi_{j_{1}^{\prime}}$ and $\xi_{j_{2}^{\prime}}$ must have the same value. Hence, the dimension of $\mathcal{S}$ is lower or equal to $\operatorname{rank}_{\oplus}(\mathbf{A})$.

On the other hand, let $S:=\operatorname{rank}_{\oplus}(\mathbf{A})$ and let $\left\{\mathcal{U}_{1}, \ldots, \mathcal{U}_{S}\right\}$ be a covering of $\mathbf{A}$. Then, for each $s \in\{1, \ldots, S\}$, let $\mathbf{M}_{s}$ be the "projection on $\mathcal{U}_{s}$ " operator:

$$
\mathbf{M}_{s}(\mathbf{x}+\mathbf{y}):=\mathbf{x} \quad \text { for all } \mathbf{x} \in \mathcal{U}_{s} \text { and } \mathbf{y} \in \bigoplus_{s^{\prime} \neq s} \mathcal{U}_{s^{\prime}}
$$

Let $\left(\eta_{1}, \ldots, \eta_{S}\right)$ be a fixed vector and define $\mathbf{M}:=\sum_{s=1}^{S} \eta_{s} \mathbf{M}_{s}$ and for each $j \in\{1, \ldots, n\}$, let $\xi_{j}:=\eta_{s_{j}}$ where $s_{j}$ is the unique index in $\{1, \ldots, S\}$ such that $\mathbf{a}_{j} \in \mathcal{U}_{s_{j}}$. Then this $\mathbf{M}$ and this $\Xi$ are solutions to (6.1). Hence, the dimension of $\mathcal{S}$ is at least $\operatorname{rank}_{\oplus}(\mathbf{A})$.

We are now able to prove the main theorem for this subsection:

Theorem 6.3. Let A be a $(m, n)$ matrix with rank $r$ and let $Z$ be the number of zero columns in $\mathbf{A}$. Then the following formula links the $\oplus$-rank of $\mathbf{A}$ with the dimension of the solution space $\mathcal{S}$ :

$$
\operatorname{dim}(\mathcal{S})=\operatorname{rank}_{\oplus}(\mathbf{A})+(m-1)(m-r)+Z
$$

Proof. First we suppose that there are no zero columns in $\mathbf{A}$. Let $\mathbf{X} \in \mathrm{GL}(m)$ and observe that the $\oplus-\operatorname{rank}$ of XA and the $\oplus-\operatorname{rank}$ of $\mathbf{A}$ are equal. Define the space $\mathcal{S}^{\prime}$ as follows:

$$
\mathcal{S}^{\prime}:=\left\{\left(\mathbf{X}^{-1} \mathbf{M X}, \Xi\right) \mid(\mathbf{M}, \Xi) \in \mathcal{S}\right\}
$$

Clearly $\mathcal{S}^{\prime}$ has the same dimension as $\mathcal{S}$. Hence, we may assume, without loss of generality, that the $m-r$ last rows of $\mathbf{A}$ are zero and that $\tilde{\mathbf{A}}:=\mathbf{A}(1: r,:)$ has full row-rank. In this case, it is easy to check that $\operatorname{rank}_{\oplus}(\mathbf{A})=\operatorname{rank}_{\oplus}(\tilde{\mathbf{A}})+(m-r)$. The matrix $\mathbf{M}$ may be "block-partitioned" into the following sub-matrices:

$$
\mathbf{M}=\left[\begin{array}{cc}
\left.\begin{array}{|c|}
\hline \mathbf{M}_{1} \\
\hline \mathbf{M}_{2}
\end{array}\right] & \mathbf{M}_{3} \\
\boxed{y y y y y}
\end{array}\right] \quad \text { where } \quad\left\{\begin{array}{lll}
\mathbf{M}_{1} & \in \mathbb{R}^{r \times r} \\
\mathbf{M}_{2} & \in \mathbb{R}^{(m-r) \times r} \\
\mathbf{M}_{3} & \in \mathbb{R}^{m \times(m-r)}
\end{array} .\right.
$$

From Lemma 6.2, we know that the dimension of the space containing valid $\mathbf{M}_{1}$ 's is $\operatorname{rank}_{\oplus}(\tilde{\mathbf{A}})$. On the other hand, $\mathbf{M}_{2}$ is necessarily zero and, finally, the sub-matrix $\mathbf{M}_{3}$ might take any value. Hence, the dimension of the space of valid $\mathbf{M}_{3}$ 's is $m(m-r)$. The coefficients $\left(\xi_{1}, \ldots, \xi_{n}\right)$ are completely determined by $\mathbf{M}_{1}$ if there are no zero columns.

Finally, observe that appending a zero column to $\mathbf{A}$ does not change its $\oplus$-rank and also does not change the space of valid M's. The only thing that changes is that the coefficient $\xi_{n+1}$ affected to this zero column might take any value. Hence, the dimension of $\mathcal{S}$ is increased by one. This concludes the proof of the theorem.

### 6.1.2 Computation (part 1) $\rightarrow$ T-scale + T-trace

Let $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ be two $F$-PD's of a matrix multiplication tensor $\mathbf{T}_{\text {mpn }}$. We would like to know whether the two $F$-PD's are inv-equivalent and, if they are, to compute the inv-transformations for joining $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ to $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$. First suppose that the two $F$-PD's are inv-equivalent and also suppose that we know which transformation T-perm is involved in the inv-transformations. We will see in the next subsection how we can compute T-perm without trying every permutation of $\{1, \ldots, F\}$. Hence, it remains to compute the transformations T-scale and T-trace.

First we would like to make two observations: the first observation is that, in general, the factor matrices of "realistic" $F$-PD's $\llbracket \mathbf{A}, \mathbf{B C} \rrbracket$ contain no zero columns. Indeed, if one of the factor matrices contains such a zero column, let's say the $r$-th column is zero for example, then we can remove the $r$-th column of $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$, this will still provide a $F$ PD of $\mathbf{T}_{m p n}$. Hence, we can easily construct a $F$-PD with less rank-at-most- 1 terms and, in this sense, this $F$-PD is not "realistic" (c.f. the hardness of the matrix multiplication tensor decomposition problem briefly exposed in Chapter 2). The second observation about $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is summarized in the following theorem:

Theorem 6.4. Let $\mathbf{T}_{\text {mpn }}$ be a matrix multiplication tensor and let $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ be a F-PD of $\mathbf{T}_{m p n}$. Let $I \subseteq$ $\{1, \ldots, F\}$ be a set of indices such that $\# I+n \geq F+1$. Then the sub-matrix $\mathbf{A}(:, I)$ has full row-rank.

Proof. Suppose, on the contrary, that there exists a set $I \subseteq\{1, \ldots, F\}$ with size $E$ such that $E+n \geq F+1$ and such that $\mathbf{A}(:, I)$ has not full row-rank. Let $\mathbf{A}^{\prime}:=\mathbf{A}(:, I)$ and let $\mathbf{B}^{\prime}:=\mathbf{B}(:,\{1, \ldots, F\} \backslash I)$. Since $\mathbf{A}^{\prime}$ has not full row-rank, we can find a non-zero vector $\mathbf{x}$ with $m p$-elements such that $\mathbf{x}^{\top} \mathbf{A}^{\prime}=0$. Denote $\boldsymbol{y}$ the space of $p n$-elements vectors $\mathbf{y}$ such that $\mathbf{y}^{\top} \mathbf{B}^{\prime}=0$. Since the number of columns in $\mathbf{B}^{\prime}$ is lower or equal to $n-1$, there are at most $n-1$ "constraints" on $\mathbf{y}$ and thus the dimension of $\mathbf{y}$ is at least $p n-n+1$. Let $\mathbf{X}:=\operatorname{rshp}_{[m, p]}(\mathbf{x})$ and define the sub-space $\mathcal{V}$ containing $p n$-elements vectors as

$$
\mathcal{V}:=\left\{\operatorname{vec}\left[(\mathbf{Z X})^{\top}\right] \mid \mathbf{Z} \in \mathbb{R}^{n \times m}\right\}=\operatorname{colspan}\left(\mathbf{I}_{n} \otimes \mathbf{X}^{\top}\right) .
$$

Since $\mathbf{X}$ is non-zero, its rank is at least 1 and thus the dimension of $\mathcal{V}$ is at least $n$. Now let $\mathbf{v}=\operatorname{vec}\left[(\mathbf{Z X})^{\top}\right]$ be an element of $\mathcal{V}$ and let $\mathbf{y}$ be an element of $y$. Define $\mathbf{z}:=\operatorname{vec}(\mathbf{Z})$ and, finally, define $\mathbf{Y}:=\operatorname{rshp}_{[p, n]}(\mathbf{y})$, then observe that

$$
\mathbf{v}^{\top} \mathbf{y}=\operatorname{trace}(\mathbf{Z X Y})=\sum_{r=1}^{F}\left[\mathbf{x}^{\top} \mathbf{A}(:, r)\right] \cdot\left[\mathbf{y}^{\top} \mathbf{B}(:, r)\right] \cdot\left[\mathbf{z}^{\top} \mathbf{C}(:, r)\right] .
$$

We have used the fact that the trace of a product is stable under cycle-shifting of its factors. Hence, we conclude that $\mathbf{v}^{\top} \mathbf{y}=0$ so that $y \subseteq \mathcal{V}^{\perp}$. But a simple look at the dimensions of $y$ and $v$ shows that this is a contradiction.

Note that Theorem 6.4 applies in a similar way on $\mathbf{B}$ and $\mathbf{C}$. To see this, it suffices to note that, if $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is a $F-\mathrm{PD}$ of $\mathbf{T}_{m p n}$, then $\llbracket \mathbf{B}, \mathbf{C}, \mathbf{A} \rrbracket$ and $\llbracket \mathbf{C}, \mathbf{A}, \mathbf{B} \rrbracket$ are $F$-PD's of $\mathbf{T}_{p n m}$ and $\mathbf{T}_{n m p}$ respectively. Among other conclusions of this theorem, we conclude that each factor matrices in a $F$-PD of a matrix multiplication tensor must have full row-rank. Indeed, it suffices to apply Theorem 6.4 with $I:=\{1, \ldots, F\}$.

We now present the algorithm to compute the (T-scale+T-trace)-equivalence between two F-PD's of a matrix multiplication tensor. The algorithm will work provided we make the following hypothesis on the two decompositions:

Hypothesis 6.5. We suppose that the factor matrices of the two decompositions $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ have no zero columns and also that they all have $a \oplus-r a n k$ of 1 .

As we have already mentioned, the first part of the hypothesis is valid for every "realistic" decomposition. We will see, in Sec. 6.2, that the second part of the hypothesis is verified with probability one for tensors larger or with the same size as $\mathbf{T}_{222}$ and when the $F$ PD's are "randomly computed". The goal of the algorithm is to compute matrices $\mathbf{P} \in$ $\mathrm{GL}(m), \mathbf{Q} \in \mathrm{GL}(p)$ and $\mathbf{R} \in \mathrm{GL}(n)$ and scaling coefficients $\left\{\lambda_{1}, \ldots, \lambda_{F}\right\},\left\{\mu_{1}, \ldots, \mu_{F}\right\}$ and $\left\{\nu_{1}, \ldots, \nu_{F}\right\}$ such that

$$
\left\{\begin{array}{c}
{\left[\mathbf{Q}^{\top} \otimes \mathbf{P}^{-1}\right] \cdot \mathbf{A}_{1}=\mathbf{A}_{2} \cdot \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{F}\right)}  \tag{6.2}\\
{\left[\mathbf{R}^{\top} \otimes \mathbf{Q}^{-1}\right] \cdot \mathbf{B}_{1}=\mathbf{B}_{2} \cdot \operatorname{diag}\left(\mu_{1}, \ldots, \mu_{F}\right)} \\
{\left[\mathbf{P}^{\top} \otimes \mathbf{R}^{-1}\right] \cdot \mathbf{C}_{1}=\mathbf{C}_{2} \cdot \operatorname{diag}\left(\nu_{1}, \ldots, \nu_{F}\right)}
\end{array}\right\}
$$

Let $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$ be two $(I, J)$ matrices with full row-rank, containing no zero columns and whose $\oplus$-rank is 1 . Then consider the following linear problem:


This problem is close to problem (6.1) except that we allow distinct $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$. Let $\mathcal{S}$ be the space of M's and $\Xi$ 's that are solutions to (6.3). Then consider the following lemma:

Lemma 6.6. If the solution space $\mathcal{S}$ of (6.3) contains a solution $(\mathbf{M}, \Xi)$ such that $\xi_{j} \neq 0$ for every $j \in\{1, \ldots, J\}$, then the dimension of $\mathcal{S}$ is one.

Proof. Let (M, $\Xi$ ) be a solution of (6.3) with $\xi_{j} \neq 0$ for every $j \in\{1, \ldots, J\}$. We have assumed that $\mathbf{E}_{2}$ has full row-rank and thus $\mathbf{E}_{2} \cdot \operatorname{diag}\left(\xi_{1}, \ldots, \xi_{J}\right)$ has full row-rank as well. Hence, $\mathbf{M}$ must be invertible. In a similar way as in the proof of Lemma 6.2, we may assume, without loss of generality, that $\mathbf{E}_{1}(:, 1: I)$ has full rank. Hence, $\mathbf{E}_{2}(:, 1: I)$ has full rank too. We conclude the proof with a similar reasoning as for the first part of the proof of Lemma 6.2.

In a first time, suppose that $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are (T-scale+T-trace)equivalent and let $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ and $\left\{\lambda_{1}, \ldots, \lambda_{F}\right\},\left\{\mu_{1}, \ldots, \mu_{F}\right\}$ and $\left\{\nu_{1}, \ldots, \nu_{F}\right\}$ be some matrices and scaling coefficients satisfying (6.2). Let $\mathcal{S}^{1}$ be the solution space of (6.3) with $\left(\mathbf{E}_{1}, \mathbf{E}_{2}\right)=\left(\mathbf{A}_{1}, \mathbf{A}_{2}\right)$. Similarly, let $\mathcal{S}^{2}$ and $\mathcal{S}^{3}$ be the solution spaces of (6.3) with $\left(\mathbf{E}_{1}, \mathbf{E}_{2}\right)=$ $\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)$ and $\left(\mathbf{E}_{1}, \mathbf{E}_{2}\right)=\left(\mathbf{C}_{1}, \mathbf{C}_{2}\right)$ respectively. Since $\mathcal{S}^{1}, \delta^{2}$ and $\mathcal{S}^{3}$ admit the solutions

$$
\left\{\begin{array}{l}
{\left[\mathbf{Q}^{\top} \otimes \mathbf{P}^{-1},\left(\lambda_{1}, \ldots, \lambda_{F}\right)\right] \in \mathcal{S}^{1}}  \tag{6.4}\\
{\left[\mathbf{R}^{\top} \otimes \mathbf{Q}^{-1},\left(\mu_{1}, \ldots, \mu_{F}\right)\right] \in \mathcal{S}^{2}} \\
{\left[\mathbf{P}^{\top} \otimes \mathbf{R}^{-1},\left(\nu_{1}, \ldots, \nu_{F}\right)\right] \in \mathcal{S}^{3}}
\end{array}\right\},
$$

the dimension of $\mathcal{S}^{1}$, $\mathcal{S}^{2}$ and $\mathcal{S}^{3}$ must be one. Let $\left(\mathbf{M}^{1}, \Xi^{1}\right)$, $\left(\mathbf{M}^{2}, \Xi^{2}\right)$ and $\left(\mathbf{M}^{3}, \Xi^{3}\right)$ be non-zero solutions belonging to $\mathcal{S}^{1}, \mathcal{S}^{2}$ and $\mathcal{S}^{3}$ respectively. From the dimension of $\mathcal{S}^{1}, \mathcal{S}^{2}$ and $\delta^{3}$ being one, we know that there exist constants $\alpha, \beta, \gamma \in \mathbb{R}$ such that

$$
\left\{\begin{array}{llll}
\mathbf{M}^{1}=\alpha\left[\mathbf{Q}^{\top} \otimes \mathbf{P}^{-1}\right] & \text { and } & \xi_{r}^{1}=\alpha \lambda_{r} & \text { for all } r \in\{1, \ldots, F\} \\
\mathbf{M}^{2}=\beta\left[\mathbf{R}^{\top} \otimes \mathbf{Q}^{-1}\right] & \text { and } & \xi_{r}^{2}=\beta \mu_{r} & \text { for all } r \in\{1, \ldots, F\} \\
\mathbf{M}^{3}=\gamma\left[\mathbf{P}^{\top} \otimes \mathbf{R}^{-1}\right] & \text { and } & \xi_{r}^{3}=\gamma \nu_{r} & \text { for all } r \in\{1, \ldots, F\}
\end{array}\right\}
$$

Hence, we can also easily find matrices

$$
\left\{\begin{array}{ll}
\mathbf{S}_{1}^{1}, \mathbf{S}_{2}^{3} \in \mathbb{R}^{m \times m} & \text { such that }\left\|\mathbf{S}_{1}^{1}\right\|_{L^{2}}=\left\|\mathbf{S}_{2}^{3}\right\|_{L^{2}}=1  \tag{6.5}\\
\mathbf{S}_{1}^{2}, \mathbf{S}_{2}^{1} \in \mathbb{R}^{p \times p} & \text { such that }\left\|\mathbf{S}_{1}^{2}\right\|_{L^{2}}=\left\|\mathbf{S}_{2}^{1}\right\|_{L^{2}}=1 \\
\mathbf{S}_{1}^{3}, \mathbf{S}_{2}^{2} \in \mathbb{R}^{n \times n} & \text { such that }\left\|\mathbf{S}_{1}^{3}\right\|_{L^{2}}=\left\|\mathbf{S}_{2}^{2}\right\|_{L^{2}}=1
\end{array}\right\}
$$

and satisfying

$$
\left\{\begin{array}{lc}
\mathbf{M}^{1}=\hat{\alpha}\left[\mathbf{S}_{2}^{1} \otimes \mathbf{S}_{1}^{1}\right] & \text { for some } \hat{\alpha} \in \mathbb{R}  \tag{6.6}\\
\mathbf{M}^{2}=\hat{\beta}\left[\mathbf{S}_{2}^{2} \otimes \mathbf{S}_{1}^{2}\right] & \text { for some } \hat{\beta} \in \mathbb{R} \\
\mathbf{M}^{3}=\hat{\gamma}\left[\mathbf{S}_{2}^{2} \otimes \mathbf{S}_{1}^{3}\right] & \text { for some } \hat{\gamma} \in \mathbb{R}
\end{array}\right\} .
$$

Hence, we also have that

$$
\left\{\begin{array}{llll}
\mathbf{S}_{1}^{1}=\alpha_{1}^{\prime} \mathbf{P}^{-1} & \text { and } & \mathbf{S}_{2}^{1}=\alpha_{2}^{\prime} \mathbf{Q}^{\top} & \text { for some } \alpha_{1}^{\prime}, \alpha_{2}^{\prime} \in \mathbb{R} \\
\mathbf{S}_{1}^{2}=\beta_{1}^{\prime} \mathbf{Q}^{-1} & \text { and } & \mathbf{S}_{2}^{2}=\beta_{2}^{\prime} \mathbf{R}^{\top} & \text { for some } \beta_{1}^{\prime}, \beta_{2}^{\prime} \in \mathbb{R} \\
\mathbf{S}_{1}^{3}=\gamma_{1}^{\prime} \mathbf{R}^{-1} & \text { and } & \mathbf{S}_{2}^{3}=\gamma_{2}^{\prime} \mathbf{P}^{\top} & \text { for some } \gamma_{1}^{\prime}, \gamma_{2}^{\prime} \in \mathbb{R}
\end{array}\right\} .
$$

Now let $\zeta_{1}:=\alpha_{1}^{\prime} \gamma_{2}^{\prime}, \zeta_{2}:=\beta_{1}^{\prime} \alpha_{2}^{\prime}$ and $\zeta_{3}:=\gamma_{1}^{\prime} \beta_{2}^{\prime}$ and observe that

$$
\mathbf{S}_{1}^{1} \cdot\left[\mathbf{S}_{2}^{3}\right]^{\top}=\zeta_{1} \mathbf{I}_{m} \quad \text { and } \quad \mathbf{S}_{1}^{2} \cdot\left[\mathbf{S}_{2}^{1}\right]^{\top}=\zeta_{2} \mathbf{I}_{p} \quad \text { and } \quad \mathbf{S}_{1}^{3} \cdot\left[\mathbf{S}_{2}^{2}\right]^{\top}=\zeta_{3} \mathbf{I}_{n} .
$$

Then define

$$
\left\{\begin{array}{lllll}
\tilde{\mathbf{S}}_{1}^{1}:=\frac{1}{\sqrt{\zeta_{1}}} \mathbf{S}_{1}^{1} \quad, \quad \tilde{\mathbf{S}}_{2}^{1}:=\frac{1}{\sqrt{\zeta_{2}}} \mathbf{S}_{2}^{1} \quad \text { and } \quad \tilde{\xi}_{r}^{1}:=\frac{1}{\hat{\alpha} \sqrt{\zeta_{1} \zeta_{2}}} \xi_{r}^{1} & \text { for all } r \in\{1, \ldots, F\} \\
\tilde{\mathbf{S}}_{1}^{2}:=\frac{1}{\sqrt{\zeta_{2}}} \mathbf{S}_{1}^{2} \quad, \quad \tilde{\mathbf{S}}_{2}^{2}:=\frac{1}{\sqrt{\zeta_{3}}} \mathbf{S}_{2}^{2} \quad \text { and } \quad \tilde{\xi}_{r}^{2}:=\frac{1}{\hat{\beta} \sqrt{\zeta_{2} \zeta_{3}}} \xi_{r}^{2} & \text { for all } r \in\{1, \ldots, F\} \\
\tilde{\mathbf{S}}_{1}^{3}:=\frac{1}{\sqrt{\zeta_{3}}} \mathbf{S}_{1}^{3} \quad, \quad \tilde{\mathbf{S}}_{2}^{3}:=\frac{1}{\sqrt{\zeta_{1}}} \mathbf{S}_{2}^{3} \quad \text { and } \quad \tilde{\xi}_{r}^{3}:=\frac{1}{\hat{\gamma} \sqrt{\zeta_{3} \zeta_{1}}} \xi_{r}^{3} & \text { for all } r \in\{1, \ldots, F\}
\end{array}\right\} .
$$

and let

$$
\tilde{\mathbf{P}}:=\left[\tilde{\mathbf{S}}_{1}^{1}\right]^{-1} \quad \text { and } \quad \tilde{\mathbf{Q}}:=\left[\tilde{\mathbf{S}}_{1}^{2}\right]^{-1} \quad \text { and } \quad \tilde{\mathbf{R}}:=\left[\tilde{\mathbf{S}}_{1}^{3}\right]^{-1} .
$$

Then we clearly have

$$
\left\{\begin{array}{l}
\frac{1}{\hat{\tilde{\alpha}}} \mathbf{M}^{1}=\frac{1}{\sqrt{\zeta_{1} \zeta_{2}}}\left[\tilde{\mathbf{Q}}^{\top} \otimes \tilde{\mathbf{P}}^{-1}\right] \\
\frac{1}{\hat{\beta}} \mathbf{M}^{2}=\frac{1}{\sqrt{\zeta_{2} \zeta_{3}}}\left[\tilde{\mathbf{R}}^{\top} \otimes \tilde{\mathbf{Q}}^{-1}\right] \\
\frac{1}{\hat{\gamma}} \mathbf{M}^{3}=\frac{1}{\sqrt{\zeta_{3} \zeta_{2}}}\left[\tilde{\mathbf{P}}^{\top} \otimes \tilde{\mathbf{R}}^{-1}\right]
\end{array}\right\} .
$$

Finally, note that, since $\alpha=\hat{\alpha} \alpha_{1}^{\prime} \alpha_{2}^{\prime}, \beta=\hat{\beta} \beta_{1}^{\prime} \beta_{2}^{\prime}$ and $\gamma=\hat{\gamma} \gamma_{1}^{\prime} \gamma_{2}^{\prime}$, and since the coefficients $\left\{\lambda_{1}, \ldots, \lambda_{F}\right\},\left\{\mu_{1}, \ldots, \mu_{F}\right\}$ and $\left\{\nu_{1}, \ldots, \nu_{F}\right\}$ satisfy $\lambda_{r} \mu_{r} \nu_{r}=1$ for all $r \in\{1, \ldots, F\}$, we also have that $\tilde{\xi}_{r}^{1} \tilde{\xi}_{r}^{2} \tilde{\xi}_{r}^{3}=1$ for all $r \in\{1, \ldots, F\}$. Hence, we have shown that the matrices $\tilde{\mathbf{P}}$, $\tilde{\mathbf{Q}}$ and $\tilde{\mathbf{R}}$ together with the scaling coefficients $\left\{\tilde{\xi}_{1}^{1}, \ldots, \tilde{\xi}_{F}^{1}\right\},\left\{\tilde{\xi}_{1}^{2}, \ldots, \tilde{\xi}_{F}^{2}\right\}$ and $\left\{\tilde{\xi}_{1}^{3}, \ldots, \tilde{\xi}_{F}^{3}\right\}$ provide valid transformations T-scale and T-trace for joining $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ to $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$.

We have just seen that, if $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are two (T-scale+T-trace)equivalent $F$-PD's, then the solution spaces $\mathcal{S}^{1}, \mathcal{S}^{2}$ and $\mathcal{S}^{3}$ can be used to find transformations T-scale and T-trace for joining them. On the other hand, suppose that we have computed $\mathcal{S}^{1}, \mathcal{S}^{2}$ and $\mathcal{S}^{3}$ and, from them, we would like to know whether $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are (T-scale+T-trace)-equivalent. From Lemma 6.6 and from (6.4), we know that, if one the solution spaces $\mathcal{S}^{1}, \mathcal{S}^{2}$ or $\mathcal{S}^{3}$ has dimension different from one, then the decompositions are not (T-scale+T-trace)-equivalent. Hence, we might suppose that the dimension of $\mathcal{S}^{1}, \mathcal{S}^{2}$ and $\mathcal{S}^{3}$ is one. As of now, choose non-trivial solutions $\left(\mathbf{M}^{1}, \Xi^{1}\right)$, $\left(\mathbf{M}^{2}, \Xi^{2}\right)$ and $\left(\mathbf{M}^{3}, \Xi^{3}\right)$ from $\mathcal{S}^{1}, \mathcal{S}^{2}$ and $\mathcal{S}^{3}$ respectively. Then try to compute (c.f. the remark just below this paragraph) the matrices $\left(\mathbf{S}_{1}^{1}, \mathbf{S}_{2}^{1}\right),\left(\mathbf{S}_{1}^{2}, \mathbf{S}_{2}^{2}\right)$ and $\left(\mathbf{S}_{1}^{3}, \mathbf{S}_{2}^{3}\right)$ and the corresponding coefficients $\hat{\alpha}, \hat{\beta}$ and $\hat{\gamma}$ satisfying (6.5) and (6.6). If it is not possible to find such matrices and coefficients, then we can conclude that the $F$-PD's $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and
$\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are not (T-scale+T-trace)-equivalent. Now compute $\mathbf{S}_{1}^{1} \cdot\left[\mathbf{S}_{2}^{3}\right]^{\top}, \mathbf{S}_{1}^{2} \cdot\left[\mathbf{S}_{2}^{1}\right]^{\top}$ and $\mathbf{S}_{1}^{3} \cdot\left[\mathbf{S}_{2}^{2}\right]^{\top}$ and check whether there exist constants $\zeta_{1}, \zeta_{2}, \zeta_{3} \in \mathbb{R}$ such that

$$
\mathbf{S}_{1}^{1} \cdot\left[\mathbf{S}_{2}^{3}\right]^{\top}=\zeta_{1} \mathbf{I}_{m} \quad \text { and } \quad \mathbf{S}_{1}^{2} \cdot\left[\mathbf{S}_{2}^{1}\right]^{\top}=\zeta_{2} \mathbf{I}_{p} \quad \text { and } \quad \mathbf{S}_{1}^{3} \cdot\left[\mathbf{S}_{2}^{2}\right]^{\top}=\zeta_{3} \mathbf{I}_{n}
$$

If this is not the case, then we can conclude again that $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are not (T-scale+T-trace)-equivalent. On the other hand, if such $\zeta_{1}, \zeta_{2}$ and $\zeta_{3}$ do exist, then it suffices to check whether

$$
\begin{equation*}
\xi_{r}^{1} \xi_{r}^{2} \xi_{r}^{3}=(\hat{\alpha} \hat{\beta} \hat{\gamma}) \cdot\left(\zeta_{1} \zeta_{2} \zeta_{3}\right) \quad \text { for each } r \in\{1, \ldots, F\} \tag{6.7}
\end{equation*}
$$

If this is the case, then we can define $\tilde{\mathbf{P}}, \tilde{\mathbf{Q}}$ and $\tilde{\mathbf{R}}$ and the coefficients $\left\{\tilde{\xi}_{1}^{1}, \ldots, \tilde{\xi}_{F}^{1}\right\}$, $\left\{\tilde{\xi}_{1}^{2}, \ldots, \tilde{\xi}_{F}^{2}\right\}$ and $\left\{\tilde{\xi}_{1}^{3}, \ldots, \tilde{\xi}_{F}^{3}\right\}$ in the same way as above. Those will provide valid transformations T-scale and T-trace. If (6.7) is not satisfied, then $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are not (T-scale+T-trace)-equivalent.

Remark. We explain how we compute the matrices $\left(\mathbf{S}_{1}^{1}, \mathbf{S}_{2}^{1}\right),\left(\mathbf{S}_{1}^{2}, \mathbf{S}_{2}^{2}\right)$ and $\left(\mathbf{S}_{1}^{3}, \mathbf{S}_{2}^{3}\right)$ and the coefficients $\hat{\alpha}, \hat{\beta}$ and $\hat{\gamma}$ satisfying (6.5) and (6.6), especially when we have to take into account the floating-point inaccuracy. The problem can be rephrased as follows: let $\mathbf{M}$ be a $(m p, m p)$ matrix and we search a $(m, m)$ matrix $\mathbf{P}$ and a $(p, p)$ matrix $\mathbf{Q}$, both with $L^{2}$-norm equals 1 , and a coefficient $\alpha$ such that $\|\mathbf{M}-\alpha(\mathbf{P} \otimes \mathbf{Q})\|_{L^{2}}$ is minimal.

To solve the problem, first "block-partition" $\mathbf{M}$ in $m^{2}$ matrices with size $(p, p)$ and number them with respect to the "column-major order". For example, if $m=3$, we would have the following block partition:

where the $\mathbf{M}_{s}$ 's are $(p, p)$ matrices. Now let $\mathbf{M}^{\prime}$ be the $\left(p^{2}, m^{2}\right)$ matrix defined as

$$
\mathbf{M}^{\prime}:=\left[\operatorname{vec}\left(\mathbf{M}_{1}\right), \operatorname{vec}\left(\mathbf{M}_{2}\right), \ldots, \operatorname{vec}\left(\mathbf{M}_{m^{2}}\right)\right]
$$

Hence, $\mathbf{M}^{\prime}$ is a reshaped version of $\mathbf{M}$ and observe that

$$
\text { minimize }\|\mathbf{M}-\alpha(\mathbf{P} \otimes \mathbf{Q})\|_{\mathrm{L}^{2}} \quad \text { with variables } \mathbf{P}, \mathbf{Q}, \alpha
$$

is equivalent to

$$
\begin{equation*}
\operatorname{minimize}\left\|\mathbf{M}^{\prime}-\alpha\left[\operatorname{vec}(\mathbf{Q}) \operatorname{vec}(\mathbf{P})^{\top}\right]\right\|_{\mathrm{L}^{2}} \quad \text { with variables } \mathbf{P}, \mathbf{Q}, \alpha . \tag{6.8}
\end{equation*}
$$

Solutions to (6.8) can be obtained by considering the singular value decomposition $\mathbf{M}^{\prime}$, i.e. $\mathbf{M}^{\prime}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\top}$ where $\mathbf{U}$ and $\mathbf{V}$ are orthogonal matrices and $\boldsymbol{\Sigma}$ is a diagonal matrix with non-negative diagonal elements in decreasing order. A solution is then given by

$$
\mathbf{P}:=\mathbf{V}(:, 1) \quad, \quad \mathbf{Q}:=\mathbf{U}(:, 1) \quad \text { and } \quad \alpha:=\boldsymbol{\Sigma}(1,1)
$$

### 6.1.3 Computation (part 2) $\rightarrow$ getting rid of T-perm

The problem in the computation of the (T-scale+T-trace)-equivalence above is that we do not know what is the permutation that act on the columns of $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$. A straightforward method would be to test every permutation of $\{1, \ldots, F\}$ and, for each permuted decomposition $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$, try to find a (T-scale+T-trace)-equivalence with $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$. The drawback is that this would be prohibitive in running time. For instance, if $F=7$ (like in the $\langle 2,2,2\rangle$ case), we would have 5040 permutations to try. Hence, we have developed more clever method.

Let $\left\{\mathbf{a}_{1}^{1}, \ldots, \mathbf{a}_{F}^{1}\right\},\left\{\mathbf{b}_{1}^{1}, \ldots, \mathbf{b}_{F}^{1}\right\}$ and $\left\{\mathbf{c}_{1}^{1}, \ldots, \mathbf{c}_{F}^{1}\right\}$ be the columns of $\mathbf{A}_{1}, \mathbf{B}_{1}$ and $\mathbf{C}_{1}$ respectively. Similarly, let $\left\{\mathbf{a}_{1}^{2}, \ldots, \mathbf{a}_{F}^{2}\right\},\left\{\mathbf{b}_{1}^{2}, \ldots, \mathbf{b}_{F}^{2}\right\}$ and $\left\{\mathbf{c}_{1}^{2}, \ldots, \mathbf{c}_{F}^{2}\right\}$ be the columns of $\mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2}$ respectively. For each $r \in\{1, \ldots, F\}$, define the following matrices:

$$
\left\{\begin{array}{l}
\mathbf{M}_{r}^{1}:=\operatorname{rshp}\left(\mathbf{a}_{r}^{1}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}^{1}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}^{1}\right) \\
\mathbf{M}_{r}^{2}:=\operatorname{rshp}\left(\mathbf{a}_{r}^{2}\right) \cdot \operatorname{rshp}\left(\mathbf{b}_{r}^{2}\right) \cdot \operatorname{rshp}\left(\mathbf{c}_{r}^{2}\right)
\end{array}\right\} .
$$

Suppose that $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are inv-equivalent and let $\sigma$ be the permutation involved in T-perm. Similarly, let $\mathbf{P} \in \mathrm{GL}(m), \mathbf{Q} \in \operatorname{GL}(p)$ and $\mathbf{R} \in \operatorname{GL}(n)$ be the matrices involved in T-trace. Then, for each $r \in\{1, \ldots, F\}$, we have that

$$
\mathbf{M}_{r}^{1}=\mathbf{P}^{-1} \cdot \mathbf{M}_{\sigma(r)}^{2} \cdot \mathbf{P}
$$

Now consider the two vectors $\left(r_{1}, \ldots, r_{E}\right)$ and $\left(s_{1}, \ldots, s_{E}\right)$. We say that those two vectors form a "restriction of $\sigma$ " if we have $s_{\ell}=\sigma\left(r_{\ell}\right)$ for each $\ell \in\{1, \ldots, E\}$. In this case, we can check that, for every randomly chosen coefficients $\left\{\alpha_{1}, \ldots, \alpha_{E}\right\} \subseteq \mathbb{R}$, we have

$$
\alpha_{1} \cdot \mathbf{M}_{r_{1}}^{1}+\ldots+\alpha_{E} \cdot \mathbf{M}_{r_{E}}^{1}=\mathbf{P}^{-1} \cdot\left(\alpha_{1} \cdot \mathbf{M}_{s_{1}}^{2}+\ldots+\alpha_{E} \cdot \mathbf{M}_{s_{E}}^{2}\right) \cdot \mathbf{P}
$$

and thus

$$
\begin{equation*}
\operatorname{eig}\left(\alpha_{1} \cdot \mathbf{M}_{r_{1}}^{1}+\ldots+\alpha_{E} \cdot \mathbf{M}_{r_{E}}^{1}\right)=\operatorname{eig}\left(\alpha_{1} \cdot \mathbf{M}_{s_{1}}^{2}+\ldots+\alpha_{E} \cdot \mathbf{M}_{s_{E}}^{2}\right) \tag{6.9}
\end{equation*}
$$

where eig $(\mathbf{E})$ is the function returning the eigenvalues of $\mathbf{E}$.
The idea of the algorithm is the following: first we start from small vectors $\left(r_{1}, \ldots, r_{E}\right)$ and $\left(s_{1}, \ldots, s_{E}\right)$. We check whether they are susceptible to form a "restriction of $\sigma$ " by checking whether (6.9) is satisfied or not. If (6.9) is satisfied, then we try to extend $\left(r_{1}, \ldots, r_{E}\right)$ and $\left(s_{1}, \ldots, s_{E}\right)$ to larger vectors $\left(r_{1}, \ldots, r_{E}, r_{E+1}\right)$ and $\left(s_{1}, \ldots, s_{E}, s_{E+1}\right)$ and we check again whether those extended vectors might provide a "restriction of $\sigma$ " according to (6.9). Otherwise, we try other vectors $\left(r_{1}, \ldots, r_{E}, r_{E+1}^{\prime}\right)$ and $\left(s_{1}, \ldots, s_{E}, s_{E+1}^{\prime}\right)$. If every possible $r_{E+1}$ 's and $s_{E+1}$ 's have been tried and none of them provides a correct "restriction of $\sigma$ " according to (6.9), then we start from the last $\left(r_{1}, \ldots, r_{E-1}\right)$ and $\left(s_{1}, \ldots, s_{E-1}\right)$ and test different $r_{E}$ 's and $s_{E}$ 's. On the other hand, when we reach a "complete permutation", i.e. when $E$ is equal to $F$, then we can try to compute the (T-scale+T-trace)-equivalence

$$
\begin{aligned}
& \text { Function }[R, S, \text { EquivFound }] \leftarrow \text { RecursiveSearch }(R, S, \text { EquivFound) : } \\
& \text { If EquivFound }=\text { True : } \\
& \text { There is no need to search a (T-scale+T-trace)-equivalence fur- } \\
& \text { ther. Hence, return }[R, S \text {, EquivFound }] \text { and exit the function. } \\
& \text { If length }(S)=F: \\
& \text { Try to find a (T-scale+T-trace)-equivalence between } \llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket \\
& \text { and } \llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket \text { permuted according to } R \text { and } S \text {. If such a equiv- } \\
& \text { alence exists, then return }[R, S \text {, True }] \text { and exit the function. Else, } \\
& \text { return }[R, S, \text { False }] \text { and exit the function. } \\
& \text { For each } r^{+} \notin R \text { and } s^{+} \notin S: \\
& \text { Let } R^{+}:=\left[R, r^{+}\right] \text {and } S^{+}:=\left[S, s^{+}\right] \text {and check whether } R^{+} \\
& \text {and } S^{+} \text {satisfy (6.9). If they do, then set }[R, S, \text { EquivFound }] \\
& \text { RecursiveSearch }\left(R^{+}, S^{+}, \text {EquivFound). If EquivFound }=\right.\text { True, } \\
& \text { then return }[R, S, \text { EquivFound and exit the function. On the other } \\
& \text { hand, if EquivFound }=\text { False or if } R^{+} \text {and } S^{+} \text {do not satisfy (6.9), } \\
& \text { then continue to the next iteration of the "for each" loop. If it is the } \\
& \text { last iteration of the "for each" loop, then return }[R, S, \text { EquivFound }] \\
& \text { and exit the function. }
\end{aligned}
$$

Algorithm 2 - Recursive function to compute the inv-equivalence.
between $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ permuted with this "complete permutation". If a (T-scale+T-trace)-equivalence exists, then we have found the inv-equivalent between the two $F$-PD's. If they are not (T-scale+T-trace)-equivalent, then we search another permutation. At the end of the algorithm, we have either found the inv-equivalent between $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ or we can conclude that they are not inv-equivalent. We implemented the algorithm as the recursive function described in Algorithm 2. The recursive function must be called with

$$
[R, S, \text { EquivFound }] \leftarrow \text { RecursiveSearch }(\varnothing, \varnothing, \text { False }) .
$$

If the obtained EquivFound is true, then the two decompositions are inv-equivalent and the transformation T-perm is given by the vectors $R$ and $S$. On the other hand, if EquivFound is false, then the two $F$-PD's are not inv-equivalent.

Remark. Strictly speaking, the use of Algorithm 2 supposes that Hypothesis 6.5 is satisfied. We wonder whether we can still obtain some information from Algorithm 2 even if Hypothesis 6.5 is not satisfied. The answer is yes. We modify the algorithm as follows, if
the condition length $(S)=F$ is satisfied, then, instead of searching a (T-scale+T-trace)equivalence between the $F$-PD's (which is not possible since the $\oplus$-rank of the factor matrices is not 1 anymore), we directly do:

$$
\text { Return }[R, S, \text { True }] \text { and exit the function. }
$$

With this modified algorithm, if the call of the function

$$
[R, S, \text { EquivFound }] \leftarrow \text { RecursiveSearch }(\varnothing, \varnothing, \text { False })
$$

returns the value of true for EquivFound, then we cannot say anything: the two $F$-PD's might be inv-equivalent or not. However, if EquivFound is false, then we are sure that the two $F$-PD's are not inv-equivalent. This modification will be helpful in Sec. 6.2, when we will consider the distribution of the inv-equivalent classes for the $\langle 2,1,2\rangle$ case.

### 6.2 Distribution of the $\oplus$-ranks and inv-equivalence classes

In this section, we would like to apply the algorithms we have developed in Sec. 6.1 on "randomly computed" decompositions. Specifically, we would like to have an idea about the distribution of the $\oplus$-rank of the factor matrices. We also want to inquire "what is the probability for two "randomly computed" decompositions to be inv-equivalent?".

### 6.2.1 Distribution of the $\oplus$-rank of the factor matrices

Remember that, in Sec. 5.2, we have computed the set (5.1) consisting of 100 decompositions $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ for the different matrix multiplication tensors between $\mathbf{T}_{121}$ and $\mathbf{T}_{333}$. We reuse those $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ 's and we compute the $\oplus$-rank of the factor matrices $\mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa}$ for each $\kappa \in\{1, \ldots, 100\}$. For the computation of the $\oplus$-ranks, we use Theorem 6.3. The " $\oplus$-ranks' vector" of the $F$-PD $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ is defined by

$$
\oplus-\operatorname{vec}_{\kappa}:=\left[\operatorname{rank}_{\oplus}\left(\mathbf{A}_{\kappa}\right), \operatorname{rank}_{\oplus}\left(\mathbf{B}_{\kappa}\right), \operatorname{rank}_{\oplus}\left(\mathbf{C}_{\kappa}\right)\right] .
$$

For each case described in the two first columns of Table 6.1, we have computed the $\oplus$-vec ${ }_{\kappa}$ 's for the different decompositions $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$. It appears that, in each case (taken separately), the $\oplus-\mathrm{vec}_{\kappa}$ 's are the same for $100 \%$ of the $F$-PD's. The results are gathered in Table 6.1. Those " $\oplus$-ranks' vectors", which seem to appear with probability one, will be called the "generic $\oplus$-vec's for the $F$-PD's of $\mathbf{T}_{m p n}$ ".

Let us analyze, case-by-case, the different situations. The generic $\oplus$-vec for the 2-PD's of $\mathbf{T}_{121}$, is $[2,2,1]$. In fact, this is not surprising for the following reasons: $\mathbf{A}$ and $\mathbf{B}$ are $(2,2)$ matrices and $\mathbf{C}$ is a $(1,2)$ matrix. From Theorem 6.4 , we know that A, B and $\mathbf{C}$ have full row-rank. Hence, with Lemma 6.1, we conclude that there is only one possibility for the $\oplus$-vec's of the 2-PD's of $\mathbf{T}_{121}$ : in this case, the generic " $\oplus$-ranks' vector" is also the only possible " $\oplus$-ranks' vector".

For the 4-PD's of $\mathbf{T}_{212}$, the generic " $\oplus$-ranks' vector" is $[1,1,4]$. The factor matrix $\mathbf{C}$ is a $(4,4)$ matrix with full row-rank; hence, by Lemma 6.1 , we conclude that its $\oplus$-rank is

| Multiplication and number of terms in the $F$-PD |  | $100 \%$ of the $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ 's have the following " $\oplus$-ranks' vector" |
| :---: | :---: | :---: |
| $\langle 1,2,1\rangle$ | $F=2$ | $[2,2,1]$ |
| $\langle 2,1,2\rangle$ | $F=4$ | $[1,1,4]$ |
| $\langle 2,2,2\rangle$ | $F=7$ | $[1,1,1]$ |
| $\langle 2,3,2\rangle$ | $F=11$ | $[1,1,1]$ |
| $\langle 3,2,3\rangle$ | $F=15$ | $[1,1,1]$ |
| $\langle 3,3,3\rangle$ | $F=23$ | $[1,1,1]$ |

Table 6.1 - Generic values of the $\oplus$-ranks of the factor matrices.
necessarily 4. The $\oplus$-rank of $\mathbf{A}$ and the $\oplus$-rank $\mathbf{B}$ seem to be 1 with probability one. Is it possible that they are different $\oplus$-ranks for $\mathbf{A}$ and $\mathbf{B}$, even if this happens with probability zero? To answer this question, consider the following 4-PD of $\mathbf{T}_{m p n}$ :

| $\mathbf{A}^{\top}$ | $\mathbf{B}^{\top}$ | $\mathbf{C}^{\top}$ |
| :---: | :---: | :---: |
| $\left[\begin{array}{rr}+1 & 0 \\ +1 & 0 \\ 0 & +1 \\ 0 & +1\end{array}\right]$ | $\left[\begin{array}{rr}+1 & 0 \\ 0 & +1 \\ +1 & 0 \\ 0 & +1\end{array}\right]$ | $\left[\begin{array}{rrrr}+1 & 0 & 0 & 0 \\ 0 & +1 & 0 & 0 \\ 0 & 0 & +1 & 0 \\ 0 & 0 & 0 & +1\end{array}\right]$ |

In this decomposition, both $\mathbf{A}$ and $\mathbf{B}$ have a $\oplus$-rank of 2 contradicting the hypothesis whereby $\operatorname{rank}_{\oplus}(\mathbf{A})$ and $\operatorname{rank}_{\oplus}(\mathbf{B})$ are always equal to 1 . However, such situations seem to occur with probability zero. As a corollary, we also conclude that the Tichavský et al.'s LM-method seems to have a zero probability to produce a decomposition of $\mathbf{T}_{212}$ in the same inv-equivalence class as (6.10).

For the four last cases, namely $\langle 2,2,2\rangle$ with $F=7,\langle 2,3,2\rangle$ with $F=11,\langle 3,2,3\rangle$ with $F=15$ and $\langle 3,3,3\rangle$ with $F=23,100 \%$ of the decompositions $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ have a $\oplus$-vec equal to $[1,1,1]$. This is good news, since it implies that we can use Algorithm 2 to check whether the decompositions are pair-wise inv-equivalent.

### 6.2.2 Distribution of the inv-equivalence classes of $F$-PD's

For each case, except the $\langle 1,2,1\rangle$ case with $F=2$, we use the 100 decompositions $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ from (5.1). Then we compute 100 random pairs ( $\kappa_{1}^{s}, \kappa_{2}^{s}$ ) where $\kappa_{1}^{s} \neq \kappa_{2}^{s}$ and $\kappa_{1}^{s}, \kappa_{2}^{s} \in\{1, \ldots, 100\}$ for each $s \in\{1, \ldots, 100\}$. We use Algorithm 2 on $\llbracket \mathbf{A}_{\kappa_{1}^{s}}, \mathbf{B}_{\kappa_{1}^{s}}, \mathbf{C}_{\kappa_{1}^{s}} \rrbracket$ and $\llbracket \mathbf{A}_{\kappa_{2}^{s}}, \mathbf{B}_{\kappa_{2}^{s}}, \mathbf{C}_{\kappa_{2}^{s}} \rrbracket$ to check whether they are inv-equivalent or not. The results are

| Multiplication and number of terms in the $F$-PD | Percentage of the random ( $\kappa_{1}^{s}, \kappa_{2}^{s}$ )'s such that <br> $\llbracket \mathbf{A}_{\kappa_{1}^{s}}, \mathbf{B}_{\kappa_{1}^{s}}, \mathbf{C}_{\kappa_{1}^{s}} \rrbracket$ and $\llbracket \mathbf{A}_{\kappa_{2}^{s}}, \mathbf{B}_{\kappa_{2}^{s}}, \mathbf{C}_{\kappa_{2}^{s}} \rrbracket$ are inv-equivalent | Average computing time of Algorithm 2 |
| :---: | :---: | :---: |
| $\begin{array}{l:l} \langle 1,2,1\rangle & F=2 \\ \langle 2,1,2\rangle & F=4 \end{array}$ | $\begin{aligned} & 100 \% \\ & 000 \% \end{aligned}$ | not applic. <br> $2.317 \mathrm{e}-03 \mathrm{sec}$ |
| $\langle 2,2,2\rangle \quad F=7$ | 100 \% | $1.032 \mathrm{e}-02 \mathrm{sec}$ |
| $\langle 2,3,2\rangle \quad F=11$ | 000 \% | $9.076 \mathrm{e}-03 \mathrm{sec}$ |
| $\langle 3,2,3\rangle \quad F=15$ | $000 \%$ | $3.665 \mathrm{e}-02 \mathrm{sec}$ |
| $\langle 3,3,3\rangle \quad F=23$ | $000 \%$ | $4.559 \mathrm{e}-02 \mathrm{sec}$ |

Table 6.2 - Distributions of the inv-equivalence classes.
represented in Table 6.2. We have also represented the average computing time (on an ordinary personal computer) of Algorithm 2 for the different cases. Note that a dashed line separates the first two cases from the last four cases. This is because the $\langle 1,2,1\rangle$ case and the $\langle 2,1,2\rangle$ case had to be handled differently because the $F$-PD's for those cases do not satisfy Hypothesis 6.5.

For the $\langle 1,2,1\rangle$ case with $F=2$, we claim that all decompositions $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ are inv-equivalent to each other. How do we know that? In fact, we show that if $\llbracket \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket$ and $\llbracket \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket$ are two $F$-PD's (not necessarily "randomly computed") of $\mathbf{T}_{121}$, then they are necessarily inv-equivalent. To see this, observe that the size of $\mathbf{T}_{121}$ is $(2,2,1)$ and thus it might be represented by the following $(2,2)$ matrix:

$$
\mathbf{T}_{121}:=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

and each $F$-PD $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of $\mathbf{T}_{121}$ must satisfy

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=\mathbf{A} \cdot \operatorname{diag}(\mathbf{C}(1,1), \mathbf{C}(1,2)) \cdot \mathbf{B}^{\top} .
$$

Using a transformation T -scale if necessary, we may assume, without loss of generality that $\mathbf{C}_{2}(1,1)$ and $\mathbf{C}_{2}(1,2)$ are equal to 1 . Hence, $\mathbf{A}_{1}$ and $\mathbf{B}_{1}^{\top}$ are inverse of each other and so do $\mathbf{A}_{2}$ and $\mathbf{B}_{2}^{\top}$. Then let $\mathbf{P}:=\mathbf{A}_{1} \mathbf{B}_{2}^{\top}$ and observe that

$$
\left\{\begin{array}{l}
\mathbf{P}^{-1} \cdot \mathbf{A}_{1}=\left[\mathbf{A}_{2} \mathbf{A}_{1}^{-1}\right] \cdot \mathbf{A}_{1}=\mathbf{A}_{2} \\
\mathbf{P}^{\top} \cdot \mathbf{B}_{1}=\left[\mathbf{B}_{2} \mathbf{B}_{1}^{-1}\right] \cdot \mathbf{B}_{1}=\mathbf{B}_{2}
\end{array}\right\}
$$

Hence, we have found a transformation T-trace between the F-PD's.
For the $\langle 2,1,2\rangle$ case with $F=4$, we have used the modified version of Algorithm 2 (c.f. the remark at the end of Sec. 6.1). We obtain that the decompositions $\llbracket \mathbf{A}_{\kappa_{1}^{s}}, \mathbf{B}_{\kappa_{1}^{s}}, \mathbf{C}_{\kappa_{1}^{s}} \rrbracket$ and $\llbracket \mathbf{A}_{\kappa_{2}^{s}}, \mathbf{B}_{\kappa_{2}^{s}}, \mathbf{C}_{\kappa_{2}^{s}} \rrbracket$ are never inv-equivalent. Let us link this result with the results of Sec. 5.2. We had obtained that only one class of polynomial arrays $\mathcal{P}^{\kappa}$ exists for the different $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ 's. Hence, we could have thought that there would be only a few different inv-equivalence classes among the decompositions $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$. However, we must observe that this is not the case.

We already mentioned that the 7-PD's of $\mathbf{T}_{222}$ are unique up to inv-transformations, i.e. there is only one inv-equivalence class of 7-PD's of $\mathbf{T}_{222}$ (c.f. [2] for a proof). This result is supported by our computations with Algorithm 2: for each pair $\left(\kappa_{1}^{s}, \kappa_{2}^{s}\right), \llbracket \mathbf{A}_{\kappa_{1}^{s}}, \mathbf{B}_{\kappa_{1}^{s}}, \mathbf{C}_{\kappa_{1}^{s}} \rrbracket$ and $\llbracket \mathbf{A}_{\kappa_{2}^{s}}, \mathbf{B}_{\kappa_{2}^{s}}, \mathbf{C}_{\kappa_{2}^{s}} \rrbracket$ are inv-equivalent.

For the three last cases, namely $\langle 2,3,2\rangle$ with $F=11,\langle 3,2,3\rangle$ with $F=15$ and $\langle 3,3,3\rangle$ with $F=23$, we have that none of the $\left(\kappa_{1}^{s}, \kappa_{2}^{s}\right)$ 's lead to inv-equivalent $\llbracket \mathbf{A}_{\kappa_{1}^{s}}, \mathbf{B}_{\kappa_{1}^{s}}, \mathbf{C}_{\kappa_{1}^{s}} \rrbracket$ and $\llbracket \mathbf{A}_{\kappa_{2}^{s}}, \mathbf{B}_{\kappa_{2}^{s}}, \mathbf{C}_{\kappa_{2}^{s}} \rrbracket$. For the $\langle 2,3,2\rangle$ and $\langle 3,3,3\rangle$ cases, we could argue that this is not surprising since we already had a certain amount of different classes of $\mathcal{P}^{\kappa}$ 's and since two decompositions with $\mathcal{P}^{\kappa}$ 's belonging to distinct classes cannot be inv-equivalent. The $\langle 3,2,3\rangle$ is probably more surprising since we had only two classes of arrays $\mathcal{P}^{\kappa}$ and thus a similar comment as for the $\langle 2,1,2\rangle$ case holds.

## Chapter 7

## Conclusions

In this thesis, we tackled the problem of fast matrix multiplication. This problem is quite old but we have seen that only partial results are known so far. We tried to bring some contribution to the field, both for the development of fast matrix multiplication algorithms and for the understanding of the behavior of matrix multiplication tensors.

In Chapter 4, we have presented an algorithm to compute sparse discrete decompositions which might be used to build fast (stable) matrix multiplication algorithms. We have seen that, with this algorithm, we could compute sparse discrete decompositions for tensors up to the $\langle 3,3,3\rangle$ case, which is not, in general, an easy task. Nevertheless, we were not able to compute sparse discrete decompositions for larger tensors (c.f. also the remark concerning the $\langle 4,3,4\rangle$ case, at the end of Sec. 4.2) and, because of that, we do not have faster or more stable matrix multiplication algorithms than some authors like Ballard et al. [8] or Smirnov [6]. Our hope is that our algorithm for computing SD-sol's could be modified or executed on more powerful computers so that we would probably be able to compute sparse discrete decompositions for larger matrix multiplication tensors.

The methodology of Chapter 5 can be rephrased as follows: we try to find an "invariant" for the inv-equivalence classes and we draw conclusions about what this "invariant" must look like if the inv-equivalence class contains a particular decomposition. In our case, the "invariant" is the array $\mathcal{P}$ of characteristic polynomials, i.e. every decomposition in the same inv-equivalence class must have the same $\mathcal{P}$. The particular decompositions we hope to find in the inv-equivalence class are the discrete decompositions, i.e. we hope that every $F$-PD is inv-equivalent to a discrete $F$-PD. This implies that the $\mathcal{P}$ 's might take only a restricted number of values. For example, if we hope to find a $F$-PD for which the factor matrices have values only in $\{-1,0,+1\}$, then all the $\mathcal{P}$ 's must contain polynomials with integer coefficients only. We presented an algorithm to compute and compare efficiently the different $\mathcal{P}$ 's between each other and we concluded that, for four cases on the six considered cases, all the decompositions provide a $\mathcal{P}$ containing polynomials with integer coefficients only. As we already mentioned, this does not necessarily mean that, for those cases, every $F$-PD can be discretized but this is a good indicator.

In Chapter 6, we addressed the problem of determining whether two $F$-PD's of a same matrix multiplication tensor are inv-equivalent. To do this, we introduced a new
concept which is also an "invariant" of the inv-equivalence classes: the $\oplus$-rank of the factor matrices, i.e. every inv-equivalent decompositions involve factor matrices with mutually equal $\oplus$-ranks. We presented an algorithm for computing the inv-equivalence between two $F$-PD's or concluding that such an inv-equivalence does not exist. We had to find a clever way to get rid of the (T-perm)-equivalence without trying every possible permutation. We have applied the algorithm on some cases and observed the following results: except for the $\langle 1,2,1\rangle$ and $\langle 2,2,2\rangle$ cases, where every $F$-PD's are inv-equivalent to each other, the $F$-PD's are pair-wise inv-equivalent with probability zero.

To conclude, we would like to say that the problem of fast matrix multiplication remains a challenging field. We hope that our contribution will help to understand the problem better or will be the starting point for some further research. In any case, it was very interesting to treat this subject and discover that there is still so much to do with a problem as old and widely used as matrix multiplication.
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## Appendix A

## Lipschitz-continuous gradient and quadratic upper bound

Let $\mathcal{U}$ be a finite-dimensional vector space over $\mathbb{R}$ with inner product $(u, v) \mapsto\langle u, v\rangle$ and associated norm $u \mapsto\|u\|$. We want to prove the following theorem:

Theorem A.1. Let $f(x)$ be differentiable on $\mathcal{U}$. Then $\nabla f(x)$ satisfies

$$
\left\|\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right)\right\| \leq M\left\|x_{1}-x_{2}\right\| \quad \text { for all } x_{1}, x_{2} \in \mathcal{U}
$$

if and only if

$$
\begin{equation*}
|f(x)-[f(\bar{x})+\langle\nabla f(\bar{x}), x-\bar{x}\rangle]| \leq \frac{M}{2}\|x-\bar{x}\|^{2} \quad \text { for all } x, \bar{x} \in \mathcal{U} \tag{A.1}
\end{equation*}
$$

The "only if" part is a classical result. Proofs of the "if" part in the convex case are also current in the literature. However, we have not found any proofs of the "if" part for the non-convex case. Hence, the motivation for this appendix.

Proof. First we prove the "only if" part. Let $\bar{x} \in \mathcal{U}$ and $h \in \mathcal{U}$. Then, using the fundamental theorem of integration, we have

$$
|f(\bar{x}+h)-[f(\bar{x})+\langle\nabla f(\bar{x}), h\rangle]|=\left|\int_{0}^{1}\langle\nabla f(\bar{x}+t h)-\nabla f(\bar{x}), h\rangle \mathrm{d} t\right|
$$

and thus

$$
|f(\bar{x}+h)-[f(\bar{x})+\langle\nabla f(\bar{x}), h\rangle]| \leq \int_{0}^{1}|\langle\nabla f(\bar{x}+t h)-\nabla f(\bar{x}), h\rangle| \mathrm{d} t
$$

From Cauchy-Schwartz inequality and the Lipschitz-continuity of the gradient, we have

$$
|f(\bar{x}+h)-[f(\bar{x})+\langle\nabla f(\bar{x}), h\rangle]| \leq \int_{0}^{1} t M\|h\|^{2} \mathrm{~d} t=\frac{M}{2}\|h\|^{2}
$$

In order to prove the "if" part, suppose, on the contrary, that there exist $\tilde{x}, y \in \mathcal{U}$ such that $\|\nabla f(\tilde{x})-\nabla f(y)\|>M\|\tilde{x}-y\|$. Without loss of generality, we may assume that $f(\tilde{x})=0, \nabla f(\tilde{x})=0$ and $\tilde{x}=0$. Denote $v:=\frac{1}{M} \nabla f(y)$. From the assumptions,
$\|v\|>\|y\|$. Suppose that (A.1) is satisfied. From the lower bound emanating from (A.1) with $\bar{x}=0$ and the upper bound emanating from (A.1) with $\bar{x}=y$, we have

$$
\frac{-M}{2}\|z\|^{2} \leq f(z) \leq f(y)+\langle M v, z-y\rangle+\frac{M}{2}\|z-y\|^{2}
$$

for all $z \in \mathcal{U}$. The difference between the right-hand term minus the left-hand term is minimal at $z:=\frac{1}{2}(y-v)$. For this value, we get

$$
\begin{equation*}
\frac{-M}{8}\|y-v\|^{2} \leq f(y)-\frac{M}{2}\langle v, y+v\rangle+\frac{M}{8}\|y+v\|^{2} . \tag{A.2}
\end{equation*}
$$

A similar reasoning with the upper bound emanating from (A.1) with $\bar{x}=0$ and the lower bound emanating from (A.1) with $\bar{x}=y$ provides

$$
\frac{M}{2}\|z\|^{2} \geq f(z) \geq f(y)+\langle M v, z-y\rangle-\frac{M}{2}\|z-y\|^{2}
$$

for all $z \in \mathcal{U}$. The minimizer of the difference between the left-hand term minus the right-hand term is $z:=\frac{1}{2}(y+v)$ and, for this value, we have

$$
\begin{equation*}
\frac{M}{8}\|y+v\|^{2} \geq f(y)-\frac{M}{2}\langle v, y-v\rangle-\frac{M}{8}\|y-v\|^{2} . \tag{A.3}
\end{equation*}
$$

By subtracting (A.3) minus (A.2), we get

$$
\frac{M}{4}\|y+v\|^{2}+\frac{M}{4}\|y-v\|^{2} \geq M\|v\|^{2}
$$

and thus

$$
\frac{M}{2}\|y\|^{2} \geq \frac{M}{2}\|v\|^{2}
$$

a contradiction

## Appendix B

## Gradient of the $F$-terms polyadic decomposition error

Let $\mathbf{X}$ be a third-order tensor with size $(I, J, K)$ and let $\mathbf{A}, \mathbf{B}, \mathbf{C}$ be matrices with respective sizes $(I, F),(J, F)$ and $(K, F)$. Consider the $\mathrm{L}^{2}$-error between $\mathbf{X}$ and the $F$-PD induced by $\mathbf{A}, \mathbf{B}, \mathbf{C}$ :

$$
f(\mathbf{A}, \mathbf{B}, \mathbf{C}):=\|\mathbf{X}-\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\|_{\mathrm{L}^{2}}^{2}
$$

Let $\mathbf{Y}:=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$. We will consider the unfolding of $\mathbf{Y}$ along the 2-nd mode, the other unfoldings follow in the same way. Let $(i, j, k)$ be fixed indices and recall that

$$
\mathbf{Y}(i, j, k)=\operatorname{unfold}_{[2]}(\mathbf{Y})(j,[i-1] K+k)
$$

But also

$$
\mathbf{Y}(i, j, k)=\sum_{r=1}^{F} \mathbf{B}(j, r) \mathbf{A}(i, r) \mathbf{C}(k, r)=\sum_{r=1}^{F} \mathbf{B}(j, r) \cdot(\mathbf{A} \odot \mathbf{C})([i-1] K+k, r)
$$

where we have used the definition of the Khatri-Rao product. Hence, this shows

$$
\operatorname{unfold}_{[2]}(\mathbf{Y})=\mathbf{B}(\mathbf{A} \odot \mathbf{C})^{\top}
$$

Since the unfolding does nothing more than rearranging the entries of $\mathbf{X}$ and $\mathbf{Y}$, the $L^{2}$-norm of $\mathbf{X}-\mathbf{Y}$ is the same as the $L^{2}$-norm of $\operatorname{unfold}_{[2]}(\mathbf{X}-\mathbf{Y})$, i.e.

$$
f(\mathbf{A}, \mathbf{B}, \mathbf{C})=\left\|\operatorname{unfold}_{[2]}(\mathbf{X})-\mathbf{B}(\mathbf{A} \odot \mathbf{C})^{\top}\right\|_{\mathrm{L}^{2}}^{2}
$$

Let $\hat{\mathbf{X}}:=\operatorname{unfold}_{[2]}(\mathbf{X})$ and let $\mathbf{E}:=(\mathbf{A} \odot \mathbf{C})^{\top}$, then observe that

$$
f(\mathbf{A}, \mathbf{B}, \mathbf{C})=\operatorname{trace}\left(\hat{\mathbf{X}}^{\top} \hat{\mathbf{X}}\right)-2 \operatorname{trace}\left(\mathbf{E} \hat{\mathbf{X}}^{\top} \mathbf{B}\right)+\operatorname{trace}\left(\mathbf{E E}^{\top} \mathbf{B}^{\top} \mathbf{B}\right)
$$

Hence, we deduce that the gradient of $f(\mathbf{A}, \mathbf{B}, \mathbf{C})$ with respect to $\mathbf{B}$ is

$$
\nabla_{\mathbf{B}}(f)=-2 \hat{\mathbf{X}} \mathbf{E}^{\top}+2 \mathbf{B} \mathbf{E} \mathbf{E}^{\top}
$$

## Appendix C

Tables and figures for the computation of SD-sol's

| $\mathbf{A}^{\top}$ | $\mathbf{B}^{\top}$ | $\mathbf{C}^{\top}$ |
| :---: | :---: | :---: |
| +1+1 00 | +1 $00+10$ | +1 00000 |
| $0 \begin{array}{lll}0+1 & 0\end{array}$ | 0 0-1-1 | 0-1 $0+1$ |
| +1 $0-10$ | $00+10$ | $-1+100$ |
| $0-100$ | -1-1 00 | $\begin{array}{lll}-1 & 0+1 & 0\end{array}$ |
| $0+1+10$ | $0+1-10$ | +1 $000-1$ |
| $0 \quad 0+1+1$ | $0+10+1$ | $\begin{array}{llll}0 & 0 & 0+1\end{array}$ |
| $0+1 \quad 0-1$ | $0-100$ | 0 0 0 - 1 |

Table C. 1 - Sparse discrete 7-PD of $\mathbf{T}_{222}$.

| $\mathbf{A}^{\top}$ | $\mathbf{B}^{\top}$ | $\mathbf{C}^{\top}$ |
| :---: | :---: | :---: |
| $\begin{array}{lllll}0 & 0-1 & 0 & 0 & 0\end{array}$ | $\begin{array}{llllll}0 & 0 & 0 & 0+1 & 0\end{array}$ | $0-100$ |
| $\begin{array}{lllll}0 & 0 & 0+1 & 0 & 0\end{array}$ | $0-1000000$ | $0 \begin{array}{lll}0-1 & 0\end{array}$ |
| $0-1000000$ | +1 $0+110000$ | +1 $0-10$ |
| $\begin{array}{lllll}0 & 0 & 0 & 0+1+1\end{array}$ | $080+1 \quad 0 \quad 0-1$ | $0 \quad 0 \quad 0-1$ |
| $+1+1 \begin{array}{lllll}0 & 0 & 0 & 0\end{array}$ | $\begin{array}{llllll}-1 & 0 & 0+1 & 0 & 0\end{array}$ | $\begin{array}{llll}-1 & 0 & 0 & 0\end{array}$ |
| $0-1000-10$ | 0 0-1-1 00 | +1 $\begin{array}{lll}1 & 0 & 0+1\end{array}$ |
| $\begin{array}{lllll}0 & 0 & 0 & 0+1 & 0\end{array}$ | $0 \begin{array}{llll}0 & 0 & 0+1 & 0+1\end{array}$ | $0+1 \quad 0-1$ |
| +1 00 | $0 \begin{array}{lllll}0 & 0 & 0-1 & 0 & 0\end{array}$ | $-1-100$ |
| $\begin{array}{llllll}0 & 0 & 0-1 & 0 & 0\end{array}$ | $\begin{array}{lllll}0 & 0 & 0 & 0-1 & 0\end{array}$ | $\begin{array}{lll}0 & 0 & 0+1\end{array}$ |
| $0 \times 0+10000$ | $0+100000$ | +1 0000 |
| $0-1000001$ | 0 0-1 0 0 0 | 0 0-1-1 |

Table C. 2 - Sparse discrete 11-PD of $\mathbf{T}_{232}$.

| $\mathbf{A}^{\top}$ | $\mathbf{B}^{\top}$ | $\mathbf{C}^{\top}$ |
| :---: | :---: | :---: |
| $0+1 \quad 0+1+1+1$ | $-1 \quad 0-1+1 \quad 0 \quad 0$ | $0 \begin{array}{llllllll}0 & 0 & 0-1 & 0 & 0 & 0 & 0 & 0\end{array}$ |
| $0 \quad 0 \quad 0-1-1-1$ | $+1-1+1-1 \quad 0 \quad 0$ | $0+1 \quad 0+1 \quad 0 \quad 0 \quad 0$ |
| $0+1+1 \quad 0 \quad 0 \quad 0$ | $0 \begin{array}{llll}0 & 0-1 & 0-1 & 0\end{array}$ | $0 \begin{array}{llllllll} & 0 & 0 & 0 & 0 & 0 & 0-1 & 0\end{array}$ |
| +1 $0000+1$ | $0+1 \quad 0 \quad 0 \quad 0-1$ | $0+1-1 \quad 0 \quad 0 \quad 0 \quad 0$ |
| $+1 \quad 0 \quad 0+1+1+1$ | $+1-1+1 \quad 0 \quad 0+1$ | $0+1000$ |
| $0-1 \quad 0 \quad 000+1$ | $0 \begin{array}{llll}0 & 0 & 0+1+1 & 0\end{array}$ | $0 \begin{array}{lllllll}0 & 0 & 0 & 0 & 0-1 & 0+1 & 0\end{array}$ |
| $0 \quad 0 \quad 0+1 \quad 0+1$ | $0-10000$ | $-1+1-1+1 \quad 0 \quad 0 \quad 0 \quad 00$ |
| $+10+1 \quad 0000$ | $\begin{array}{cccccc}+1 & 0 & 0 & 0 & 0 & 0\end{array}$ | $0 \begin{array}{llllllll}0 & 0 & 0 & 0 & 0 & 0+1 & 0 & 0\end{array}$ |
| +1 00 | $0-1 \quad 0 \quad 0-1+1$ | $-1+1-1 \quad 0 \quad 0 \quad 0+1 \quad 0 \quad 0$ |
| $0-100$ | $0 \quad 0+1-1 \quad 0 \quad 0$ | $0 \begin{array}{llllll}0 & 0 & 0+1-1 & 0 & 0+1 & 0\end{array}$ |
| $0 \begin{array}{lllll}0 & 0 & 0 & 0 & 0-1\end{array}$ | $0 \quad 0 \quad 0 \quad 0+1-1$ | $-1+1-1 \quad 0 \quad 0-1+1 \quad 0+1$ |
| $0 \quad 0 \quad 00-1-1$ | $0 \begin{array}{llll}0 & 0 & 0+1 & 0+1\end{array}$ | $0+1 \quad 0 \quad 0 \quad 0-1000$ |
| $0-1 \quad 0 \quad 0-1 \quad 0$ | $0 \begin{array}{lllll}0 & 0 & 0+1 & 0 & 0\end{array}$ | $0 \quad 0 \quad 0 \quad 0-1+1 \quad 0 \quad 0$ |
| $0 \quad 0+1 \quad 0 \quad 0+1$ | 0 | $0 \begin{array}{lllllll} & 0 & 0 & 0 & 0 & 0 & 0+1-1\end{array}$ |
| $\begin{array}{lllllll}-1 & 0 & 0 & 0 & 0 & 0\end{array}$ | $-1+1 \quad 0 \quad 0+1-1$ | +1-1 |

Table C. 3 - Sparse discrete 15-PD of $\mathbf{T}_{323}$.

| $\mathbf{A}^{\top}$ | $\mathbf{B}^{\top}$ | $\mathbf{C}^{\top}$ |
| :---: | :---: | :---: |
| $\begin{array}{rrrrrrrrr} 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & +1 & 0 \\ +1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\ +1 & -1 & -1 & 0 & -1 & -1 & 0 & 0 & 0 \\ +1 & -1 & -1 & 0 & -1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & -1 & 0 & 0 & 0 & 0 & +1 & +1 \\ 0 & 0 & 0 & +1 & 0 & 0 & +1 & -1 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 & +1 & 0 & -1 \\ 0 & +1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & +1 & +1 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & +1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & +1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & +1 & 0 & 0 & 0 & 0 & 0 \\ -1 & +1 & 0 & 0 & +1 & 0 & 0 & 0 & 0 \\ +1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & +1 \\ +1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & +1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 \end{array}$ | 0 0 -1 0 0 0 0 -1 0 <br> 0 0 0 0 0 0 -1 0 -1 <br> 0 0 +1 0 0 0 +1 0 +1 <br> 0 0 0 0 -1 0 0 0 0 <br> -1 0 0 0 +1 0 0 0 0 <br> 0 0 0 -1 0 -1 0 0 0 <br> 0 0 0 0 0 +1 0 0 0 <br> 0 0 1 0 0 0 0 0 0 <br> 0 0 -1 0 0 +1 0 0 -1 <br> 0 0 0 0 0 $0+1$ 0 0  <br> 0 0 0 0 0 -1 -1 0 0 <br> $-1+1$ 0 0 0 0 0 0 0  <br> +1 0 1 0 0 0 +1 0 +1 <br> 0 0 0 0 0 0 0 -1 0 <br> 0 0 0 0 0 0 0 -1 0 <br> 0 0 0 0 +1 0 0 0 0 <br> 0 1 -1 0 0 0 0 0 0 <br> -1 0 0 0 0 0 0 0 0 <br> 0 0 0 +1 -1 +1 0 0 0 <br> 0 0 0 0 0 -1 0 -1 +1 <br> 0 0 0 0 0 -1 0 0 0 <br> -1 0 0 1 0 0 -1 0 0 <br> 0 -1 0 0 +1 0 0 -1 0 | $\left.\begin{array}{rrrrrrrr} 0 & 0+1 & 0 & 0 & 0 & +1 & 0 & 0 \\ +1 & 0 & -1 & +1 & 0 & -1 & 0 & 0 \\ 0 \\ -1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & +1+1 & 0 \\ 0 & 0 & 0 & 0 & -1 & 0 & +1+1 & 0 \\ 0 & +1 & 0 & 0 & +1 & 0 & 0 & 0 \\ 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0+1+1 \\ +1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 \\ 0 & 0 & 0 & 0+1 & +1 & 0 & -1 & -1 \\ 0 & 0 & 0 & 0+1 & 0 & 0 & -1 & -1 \\ 0 & 0 & 0 & +1 & 0 & 0 & 0 & 0 \\ 0 \\ -1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0+1 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 \\ 0 & -1 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 \\ +1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \end{array}\right)$ |

Table C. 4 - Sparse discrete 23-PD of $\mathbf{T}_{333}$.


Figure C. 1 - Phase 1 and Phase 2 of the proce-
dure for the computation of a 7-PD of $\mathbf{T}_{222}$.


Figure C. 2 - Pre-phase 1, Phase 1 and Phase 2 of the procedure for the computation of a 11-PD of $\mathbf{T}_{232}$.


Figure C. 3 - Pre-phase 1, Phase 1 and Phase 2 of the procedure for the computation of a $15-\mathrm{PD}$ of $\mathbf{T}_{323}$.


Figure C. 4 - Pre-phase 1, Phase 1 and Phase 2 of the procedure for the computation of a $23-\mathrm{PD}$ of $\mathbf{T}_{333}$.


Figure C. 5 - Impact of a larger "L1-regularization" factor $\rho$ in Phase 2 of the procedure for the computation of a $23-\mathrm{PD}$ of $\mathbf{T}_{333}$.

| $\mathbf{A}^{\top}$ in the 41-PD $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of $\mathbf{T}_{434}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1 | +1 | 0 | 0 | 0 | 0 | -1/2 | 0 | 0 | 0 | -1/2 | 0 |
| 0 | 0 | -1 | 0 | 0 | 0 | -1/2 | 0 | 0 | 0 | -1/2 | 0 |
| 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| +1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | -1 | 0 | 0 |
| -1 | +1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | -1 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | +1 |
| -1 | +1 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | -1 | +1 | 0 | 0 | 0 | 0 |
| 0 | +1 | 0 | 0 | +1 | 0 | -1 | 0 | +1 | 0 | -1 | 0 |
| 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | -1 |
| -1 | 0 | 0 | -1 | -1 | 0 | 0 | -1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 |
| 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | $-1 / 2$ | 0 | $+1 / 2$ | 0 |
| 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 |
| -1 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | -1 | +1 | 0 | -1 | 0 | 0 | 0 | 0 |
| 0 | -1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 |
| +1 | 0 | 0 | 0 | +1 | 0 | +1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 |
| 0 | +1 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 |
| -1 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | -1 |
| 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | +1 | 0 | 0 | +1 | -1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | -1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | -1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | +1 | 0 |
| 0 | 0 | 0 | 0 | +1 | 0 | 0 | +1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | +1 | 0 | 0 | +1 | -1 | 0 | 0 | -1 |
| 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | +1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 |
| -1 | 0 | 0 | 0 | -1 | 0 | 0 | -1 | 0 | 0 | 0 | 0 |
| 0 | +1 | 0 | 0 | +1 | 0 | 0 | +1 | 0 | 0 | 0 | 0 |
| +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | +1 | 0 |
| 0 | 0 | 0 | 0 | $-1 / 2$ | 0 | 0 | $-1 / 2$ | $-1 / 2$ | +1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | -1 | 0 |

Table C. 5 - Sparse discrete 41-PD of $\mathbf{T}_{434}$ (part 1).

| $\mathbf{B}^{\top}$ in the 41-PD $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of $\mathbf{T}_{434}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | +1 | +1 |
| +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | +1 | 0 | 0 | 0 |
| 0 | -1 | +1 | 0 | $-1 / 2$ | 0 | 0 | $-1 / 2$ | +1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | +1 |
| +1 | 0 | 0 | -1 | 0 | 0 | +1 | 0 | 0 | -1 | 0 | 0 |
| 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | -1 | 0 | +1 | 0 | 0 | -1 | 0 | 0 | 0 |
| 0 | 0 | 0 | +1 | 0 | 0 | -1 | 0 | 0 | +1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 |
| +1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | +1 | -1 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | -1 | 0 | -1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | +1 | -1 | 0 | -1 | +1 | +1 |
| 0 | 0 | 0 | 0 | -1 | 0 | 0 | +1 | 0 | 0 | 0 | 0 |
| 0 | +1 | 0 | 0 | -1 | 0 | 0 | +1 | 0 | 0 | 0 | 0 |
| 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 |
| 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | +1 | +1 |
| 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | -1 | +1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | -1 | 0 | +1 | +1 |
| 0 | 0 | 0 | -1 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 |
| +1/2 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | -1 | $-1 / 2$ | +1/2 | +1/2 |
| 0 | 0 | 0 | -1 | +1 | +1 | +1 | -1 | -1 | -1 | +1 | +1 |
| 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | +1 | 0 | 0 | -1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | -1 | +1 | +1 | +1 | -1 | -1 |
| 0 | 0 | 0 | +1 | 0 | 0 | -1 | +1 | 0 | +1 | 0 | 0 |
| 0 | -1 | 0 | +1 | 0 | 0 | -1 | 0 | 0 | +1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | -1 | +1 | 0 | 0 | 0 | 0 |
| 0 | +1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | -1 | 0 | +1 | +1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | -1 |

Table C. 6 - Sparse discrete 41-PD of $\mathbf{T}_{434}$ (part 2).

| $\mathbf{C}^{\top}$ in the 41-PD $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ of $\mathbf{T}_{434}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | -1 | +1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | +1 | 0 | -1 |
| 0 | +1 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | -1 | 0 | 0 | -1 | -1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 |
| 0 | -1 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | -1 | 0 | 0 | 0 | 0 |
| 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 |
| +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | +1 | +1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | +1 | 0 |
| 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 |
| -1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| +1 | +1 | +1 | 0 | 0 | 0 | 0 | 0 | +1 | -1 | -1 | 0 | -1 | -1 | -1 | 0 |
| 0 | -1 | 0 | +1 | 0 | -1 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | -1 | 0 | +1 | 0 | 0 | +1 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | $+1 / 2$ | $-1 / 2$ | 0 | 0 | 0 | 0 | 0 | 0 | $-1 / 2$ | $+1 / 2$ | 0 | 0 | $-1 / 2$ | $+1 / 2$ | 0 |
| 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | -1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 |
| 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | -1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| +1 | 0 | 0 | 0 | 0 | 0 | -1 | $-1$ | +1 | 0 | 0 | +1 | -1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | -1 |
| 0 | -1 | 0 | 0 | 0 | $-1 / 2$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | -1 | 0 |
| +1/2 | $-1 / 2$ | $-1 / 2$ | 0 | 0 | 0 | 0 | 0 | $+1 / 2$ | $-1 / 2$ | $-1 / 2$ | 0 | $-1 / 2$ | $-1 / 2$ | $-1 / 2$ | 0 |
| -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | +1 | 0 | 0 | 0 |
| 0 | +1 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | -1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 |
| 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 |
| 0 | 0 | -1 | -1 | 0 | 0 | -1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| +1/2 | $-1 / 2$ | $-1 / 2$ | 0 | 0 | 0 | 0 | 0 | $-1 / 2$ | $+1 / 2$ | +1/2 | 0 | $-1 / 2$ | +1/2 | $+1 / 2$ | 0 |
| 0 | 0 | 0 | 0 | 0 | +1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1/2 | 0 | 0 | 0 | 0 |

Table C. 7 - Sparse discrete 41-PD of $\mathbf{T}_{434}$ (part 3).

## Appendix D

## Description of the Tichavský et al.'s LM-method

In this appendix, we describe the method used by Tichavsky et al. in their paper [7] to compute F-PD's of small tensors. Let us insist on the fact that we do not bring anything new in this appendix. The only purpose is that the reader can understand the quasi-totality of the report without resorting to external resources.

The method proposed by Tichavský et al. works as follows: let $\theta$ be a positive parameter and consider the following optimization problem:

| minimize |
| :---: |
| $\\|\mathbf{X}-\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\\|_{\mathrm{L}^{2}}^{2}$ |
| subject to |
| $\\|\mathbf{A}\\|_{\mathrm{L}^{2}}^{2}+\\|\mathbf{B}\\|_{\mathrm{L}^{2}}^{2}+\\|\mathbf{C}\\|_{\mathrm{L}^{2}}^{2}=\theta^{2}$ |
| with variables |
| $\mathbf{A} \in \mathbb{R}^{I \times F}, \quad \mathbf{B} \in \mathbb{R}^{J \times F}, \quad \mathbf{C} \in \mathbb{R}^{K \times F}$ |

The authors use the Levenberg-Marquardt method to solve this problem. Let us explain how it works. Let $f(x)$ be a function from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$. We consider the problem of

$$
\operatorname{minimize} \phi(x):=\|f(x)\|^{2} \quad \text { with variable } x \in \mathbb{R}^{n}
$$

The Jacobian of $f(x)$ at $\bar{x}$ is denoted by $J(\bar{x})$. Hence, the gradient of $\phi(x)$ at $\bar{x}$ is

$$
\nabla \phi(\bar{x})=2\left[J(\bar{x})^{\top} f(\bar{x})\right]
$$

The Levenberg-Marquardt method, which is a quasi-Newton method, consists of approximating the Hessian of $\phi(x)$ at $\bar{x}$ with

$$
\mathbf{H}(\bar{x}):=4\left[J(\bar{x})^{\top} J(\bar{x})\right]
$$

To avoid singular $\mathbf{H}(\bar{x})$ 's, they add a "damping parameter" $\mu$ to the approximate Hessian, i.e. $\mathbf{H}_{\mu}(\bar{x}):=\mathbf{H}(\bar{x})+\mu \mathbf{I}_{n}$. The parameter $\mu$ is updated at each iteration according to a
rule described in [18]. Define the following quadratic approximation the $\phi(x)$ around $\bar{x}$ :

$$
m_{\mu}(x \mid \bar{x}):=\phi(\bar{x})+\langle\nabla \phi(\bar{x}), x-\bar{x}\rangle+\frac{1}{2}\left\langle\mathbf{H}_{\mu}(\bar{x})[x-\bar{x}], x-\bar{x}\right\rangle .
$$

Let $T_{\mu}^{\prime}(\bar{x})$ be the minimizer of $m_{\mu}(x \mid \bar{x})$ on the subset $\left\{x \in \mathbb{R}^{n} \mid\langle x-\bar{x}, \bar{x}\rangle=0\right\}$. Using the Lagrange multipliers method, we obtain a closed expression for $T_{\mu}^{\prime}(\bar{x})$ as follows: if $T_{\mu}^{\prime}(\bar{x})$ is optimal, then there exists a constant $\lambda \in \mathbb{R}$ such that

$$
\nabla \phi(\bar{x})+\mathbf{H}_{\mu}(\bar{x})\left[T_{\mu}^{\prime}(\bar{x})-\bar{x}\right]=\lambda \bar{x}
$$

Now we determine the value of $\lambda$ with

$$
\left\langle T_{\mu}^{\prime}(\bar{x})-\bar{x}, \bar{x}\right\rangle=\left\langle\lambda \mathbf{H}_{\mu}(\bar{x})^{-1} \bar{x}-\mathbf{H}_{\mu}(\bar{x})^{-1} \nabla \phi(\bar{x}), \bar{x}\right\rangle=0 .
$$

Finally, we find that

$$
T_{\mu}^{\prime}(\bar{x})=\bar{x}-\mathbf{H}_{\mu}(\bar{x})^{-1} \nabla \phi(\bar{x})+\frac{\left\langle\mathbf{H}_{\mu}(\bar{x})^{-1} \nabla \phi(\bar{x}), \bar{x}\right\rangle}{\left\langle\mathbf{H}_{\mu}(\bar{x})^{-1} \bar{x}, \bar{x}\right\rangle} \mathbf{H}_{\mu}(\bar{x})^{-1} \bar{x}
$$

We come back on the ball $\left\{x \in \mathbb{R}^{n} \mid\|x\|=\theta\right\}$ by setting

$$
T_{\mu}(\bar{x}):=\left[\theta\left\|T_{\mu}^{\prime}(\bar{x})\right\|^{-1}\right] T_{\mu}^{\prime}(\bar{x})
$$

The algorithm starts with a random initial point $x_{0}$ satisfying $\left\|x_{0}\right\|=\theta$ and with a initial "damping parameter" $\mu>0$. For each $k \geq 0$, we compute $T_{\mu}\left(x_{k}\right)$. If $\phi\left(T_{\mu}\left(x_{k}\right)\right)$ is lower than $\phi\left(x_{k}\right)$, then $T_{\mu}\left(x_{k}\right)$ becomes the new point $x_{k+1}$ and we decrease $\mu$ according to the rules in [18]. On the other hand, if $\phi\left(T_{\mu}\left(x_{k}\right)\right) \geq \phi\left(x_{k}\right)$, then we increase $\mu$ with respect to the rules in [18] and we do the same steps for the new $T_{\mu}\left(x_{k}\right)$. We repeat this sequence until convergence is obtained.

About the global convergence of Tichavský et al.'s LM-method, i.e. the chance of converging to an accurate decomposition of $\mathbf{X}$ when starting from a random initial guess $\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0}$, we quote the following paragraph from [7]:
> "The method works well for small matrices. For example, for decomposition of the $\mathbf{T}_{333}$ and constraint $\theta=150$ we need only a few random trials to obtain an exact fit solution. On the other hand, for tensor $\mathbf{T}_{444}$ the false local minima are so numerous that it is almost impossible to get an exact fit decomposition when the algorithm is started from random initial conditions."

This is also the reason why we have considered cases up to the $\langle 3,3,3\rangle$ case and not further when we have analyzed the distribution of the discretizable decompositions and the distributions of the $\oplus$-ranks and inv-equivalence classes of $F$-PD's.

## Appendix E

## Overview of the Matlab codes attached to the report

The code are available at the address https://drive.google.com/file/d/OB_BURx d4zWUIZjN4U2ZmTVQ1TjQ/view?usp=sharing. The way to use the functions and especially the scripts is explained in their comments. The purpose of this appendix is to give an overview of the different functions and scripts we have implemented so that the reader can easily navigate through them and find the function/script he needs.

| Functions |
| :--- |
| apply_permx.m : apply transformation T-perm on $F$-PD (c.f. Sec. 3.4) |
| apply_scale.m : apply transformation T-scale on $F$-PD (c.f. Sec. 3.4) |
| apply_trace.m : apply transformation T-trace on $F$-PD (c.f. Sec. 3.4) |
| array_matri.m : unfold tensor along the $n$-th mode (c.f. Sec. 3.1) |
| bottl_assig.m : solve the "Linear Bottleneck Assignment Problem" (c.f. Sec. 5.2) |
| build_matmu.m : build matrix multiplication tensor (c.f. Sec. 3.2) |
| chpol_array.m : compute the charpoly's of an array of $\mathbf{M}_{r}$ 's (c.f. Sec. 5.1) |
| cpdxx_ticha.m : compute $F$-PD with Tichavský et al.'s LM-method (c.f. Sec. 5.2) |
| disti_subsp.m : compute the $\oplus$-rank of a matrix (c.f. Sec. 6.1) |
| findx_invar.m : implementation of Algorithm 2 (c.f. Sec. 6.1) |
| hadam_squar.m : compute $\left(\mathbf{E}_{1}^{\top} \mathbf{E}_{1}\right) \circledast\left(\mathbf{E}_{2}^{\top} \mathbf{E}_{2}\right)($ c.f. Sec. 4.1) |
| hunga_algor.m : implementation of the "Hungarian Algorithm" (c.f. Sec. 5.2) |
| khatr_raoxx.m : compute the Khatri-Rao product (c.f. Sec. 3.1) |
| krone_demul.m : compute $\mathbf{P}$ and $\mathbf{Q}$ minimizing $\\|\mathbf{X}-(\mathbf{P} \otimes \mathbf{Q})\\|_{L^{2}}($ c.f. Sec. 6.1) |


| matri_array.m : recover $\mathbf{X}$ from unfold ${ }_{[n]}(\mathbf{X})($ c.f. Sec. 3.1) |
| :--- |
| produ_facto.m : compute the matrices $\mathbf{M}_{r}($ c.f. Sec. 5.1) |
| rando_facto.m : generate random factor matrices (c.f. Sec. 3.1) |
| rando_scale.m : generate random coefficients $\lambda_{r}, \mu_{r}$ and $\nu_{r}(c . f$. Sec. 3.4) |
| rando_trace.m : generate random matrices $\mathbf{P}, \mathbf{Q}$ and $\mathbf{R}$ (c.f. Sec. 3.4) |
| resha_facto.m : reshape factor matrices according to m,p,n (c.f. Sec. 3.4) |
| scale_trans.m : solve system (6.1) (c.f. Sec. 6.1) |
| sdsol_nonsm.m : solve optimization problem (4.1) (c.f. Sec. 4.1) |
| simil_check.m : check whether two arrays of $\mathbf{M}_{r}$ 's satisfy (6.9) (c.f. Sec. 6.1) |
| tenso_recom.m : compute the "polyadic recomposition" $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket($ c.f. Sec. 3.1) |


| Scripts <br> script_sparse_discre_comput.m : implement the procedure described in Fig. 4.1 to compute sparse discrete decompositions (c.f. Sec. 4.1) |
| :---: |
|  |  |
|  |
| script_statis_discre_distri.m : load the F-PD's from name.mat and compute statistic about the different classes of arrays $\mathcal{P}^{\kappa}$ (c.f. Sec. 5.2) |
| script_statis_oplusx_rankxx.m : load the F-PD's from name.mat and compute statistic about for the $\oplus$-ranks of the factor matrices $\mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa}$ (c.f. Sec. 6.2) |
| script_statis_equiva_distri.m : load the F-PD's from name.mat and compute statistics about the inv-equivalence classes among the $\llbracket \mathbf{A}_{\kappa}, \mathbf{B}_{\kappa}, \mathbf{C}_{\kappa} \rrbracket$ 's (c.f. Sec. 6.2) |

We also provide examples of the files name mat containing 100 decompositions for the cases $\langle 1,2,1\rangle$ to $\langle 3,3,3\rangle$. The names of those files are stat_dec_ $m \mathrm{x} \mid \mathrm{x} \times{ }_{n}$ _array.mat where $m, p, n$ refer to the multiplication $\langle m, p, n\rangle$.
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